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Performance Prediction in Fantasy Football
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Fantasy Premier League performance predictors commonly base their datasets on
purely historic statistical data. The main problem with this approach is that external
factors such as injuries, managerial decisions and other tournament match statistics
can never be factored into the final predictions. In this dissertation, we propose a
novel approach for predicting future player performances that automatically incorpo-
rates human feedback into the predictions. By combining standard statistical measures
with data from betting-markets, social media and web articles, we aim to make more
informed predictions by expanding the number of factors that can be considered before
making predictions. We explore the current state-of-the-art fantasy football recom-
mender services and compare their prediction accuracy to the different algorithms
we propose. When tested on the English Premier League 2018/19 season, we found
that including multiple data-sources significantly improves the performance for rec-
ommender services. Our machine-learning models trained on historic statistics alone
ranked within the top 800,000 players (top 13%) out of over 6.5 million FPL play-
ers. On the other hand, machine-learning models trained using multiple data-sources,
namely; historic statistics, betting-markets, news-articles and blogs, achieved a rank of
20,000 (top 0.5%). This work shows the potential that multi-stream data analytics can
have in any field where both statistics and external factors affect the final outcomes.
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Chapter 1

Introduction

The English Premier League is the highest-level tournament in the English football

league system, consisting of 20 teams with each team playing the other 19 teams twice;

once at their stadium (home), and once at the opposing teams stadium (away). These

380 fixtures are split across 38 different gameweeks which typically tend to fall on

weekends, with all fixtures of the same gameweek happening within a period of 3 or

4 days. However, due to external factors such as mid-week European tournaments or

international tournament qualification matches, fixtures can sometimes be rescheduled.

This means that some teams would miss certain gameweeks while playing twice in

others [3].

Fantasy premier League (FPL) 1 is the official fantasy football browser game for

the English premier league, with over 6.5 million players actively competing against

each other every season, aiming to accumulate the highest number of points. Fantasy

sports are continuously becoming more popular, with Fantasy Premier League leading

the way in terms of number of players per season. Because of this rise in popularity,

achieving a respectable rank is becoming increasingly difficult, much less trying to

win on either the official or paid leagues. At the start of each season, footballers are

each assigned a value or cost which reflects that players point-scoring potential, and

a position depending on the players real-world playing position. This position is one

of goalkeeper, defender, midfielder or forward. Player positions are important for two

main reasons; because each position is awarded different points for the same action

1https://fantasy.premierleague.com
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and because FPL players only have a restricted number of player choices per position.

Each FPL player commonly referred to as a manager, must select a team of 15 players

from over 500 available players, whilst being aware of the maximum budget that all

managers are equally assigned - £100. Each team must consist of 2 goalkeepers, 5

defenders, 5 midfielders and 3 forwards with no more than 3 players originating from

the same football club.

At the start of every gameweek, managers are required to select 11 of these 15

players to form part of that teams starting lineup. These players earn points for

the team based on their individual contributions to their real-world matches, gaining

points by simply being in the real-world starting lineup and gaining additional points

through scoring goals, assists, clean sheets and many more factors. For each match

in the gameweek, the best players on the pitch are even given bonus points for their

exceptional performances. However, players can also lose points if their team concedes

many goals, are given a card, miss a penalty, or even score an own goal. If the player

spends the duration of the game as a substitute on the bench, no points are awarded

[4].

Between gameweeks, managers are then allowed to make transfers - buying and

selling different players to use in the upcoming weeks. However, managers are penalised

for making too many transfers, with only a single unpenalized transfer being allowed

every week. Once a team is created, players can compete against friends through

leagues, or can even compete against others in prize-eligible leagues where players go

head-to-head against each other competing for large prizes. For each week, players are

also allowed to pick a ”captain” - a player that is granted a double-points multiplier.

The goal of this game is to maximize the total number of points achieved throughout

the entire 38 gameweek season, by selecting players that are likely to earn large points

in the upcoming weeks, whilst also considering the many different constraints and the

overall unpredictability of football.

1.1 Motivation

Most players tend to haphazardly pick their starting teams and make weekly transfers

without any in-depth consideration of previous form, upcoming fixtures and external

factors. In addition, most players would not be capable of, or have the required knowl-

2



edge on data science techniques that could help achieve a higher score through analysis

of publicly available data. Several recommender systems that can provide insights

on which players to pick for the upcoming gameweeks already exist 2 3 4. However,

all these systems are disposed to only consider statistical data. This means that the

models would only consider past performances, injuries and upcoming fixture difficulty

amongst other significant statistical patterns. The main issue with these models is

that potentially important non-statistical data can never be factored into considera-

tion; such as for instance a team playing an additional mid-week non-premier league

game (e.g. Champions League). While there seems to be no significant changes in

performance in games after a mid-week match [5], squad rotation is a very important

factor to consider for fantasy premier league players. While it may sound counter-

intuitive, Cox explains the importance of lineup rotation and how it benefits teams to

have weaker fully-rested set of players playing rather than have the same full first team

play full midweek and weekend matches [6]. Since fantasy football is player-oriented,

understanding and predicting these lineups is a crucial factor that players must consider

when picking their starting lineups. Having an expensive player not play a significant

amount of time and thus not gain many points would be considered a significant loss.

Unexpected events such as upsets or even players getting lucky and scoring a large

point haul in a previous gameweek would also have a huge effect on predictions of a

strictly-statistical model; likely predicting that that same player should be chosen next

week due to the previous weeks unexpectedly good result.

1.1.1 How can human feedback help?

By combining important statistical measures with human feedback through news-

articles, blogs and social-media data, we hope to create a model that can provide

better predictions by also considering external factors.

2https://www.fantasyfootballfix.com/
3https://fantasyoverlord.com/FPL
4http://www.fplstatistics.co.uk/
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Figure 1.1: Reddit comments that correctly predict Lindelhof missing an upcoming
gameweek

Figure 1.1 represents a post on an FPL-specific Reddit thread 5, discussing whether

Manchester United defender Lindelhof would play in the upcoming gameweek. After

users discovered that his wife was expected to give birth that week, rumours rose

claiming that Lindelhof would be missing the next game to spend time with family.

Looking at social-media pictures posted by his wife, Reddit users argued that because

there are 3 bowls in the picture, then Lindelhof must be with his wife and her mother -

instead of training with the team. This would then imply that he would not be playing

in the upcoming gameweek. Once more users saw this comment, additional posts were

dedicated to this topic with even more detailed analysis 6.

These claims were correct and Lindelhof missed the gameweek. FPL recommender

systems focused entirely on statistics would have missed this, and might have even

5https://www.reddit.com/r/FantasyPL/comments/b79ekw/lindelof theory/
6https://www.reddit.com/r/FantasyPL/comments/b4yzcl/maja nilsson lindel

4



recommended buying the player because he was in great form in the previous matches.

We hope that by automatically including the opinions of experts and the general public,

we can cater for such events.

1.2 Research Question

The main research question that will be examined throughout this dissertation is;

Can fantasy football prediction models be improved when incorporating statistical

match day data with external non-statistical data?

1.3 Research Aims

By understanding the problems with statistics-based predictors, we aim to solve these

pitfalls by incorporating data from different sources. News-articles, FPL specific blogs,

betting market odds, and even tweets using FPL specific hashtags will be considered

for their viability in this project. These external data sources allow the automatic

feedback inclusion from experts and fans alike; which will then be used as additional

parameters incorporated into our previously obtained statistical performance prediction

per player. This would allow our model to incorporate external factors such as midweek

game lineups and performances, managerial decisions, rotations and injuries together

with unexpectedly good or bad performances in previous weeks. Ultimately, we aim to

determine to what extent fantasy football predictors can be improved when statistical

data is combined with information obtained through both betting data and public

opinions.

In order to be able to consider text-based information sources such as tweets and

news-articles, state of the art natural language processing (NLP) techniques such as

named entity recognition and entity-based sentiment analysis must be incorporated.

The main aim here is to investigate whether standard classifiers can classify text cor-

rectly in terms of finding an optimal player for the upcoming gameweek or whether

a special FPL classifier would need to be developed to optimally solve this problem.

Given a sentence discussing a players long-term injury should ideally result in a neg-

ative sentiment, while a player being in phenomenal form should result in a positive

5



score.

1.4 Research Challenges

When answering the research question posed below, several different challenges were

encountered across all the different data types;

a. The Twitter API is very restricted in terms of maximum number of calls per month

and how many tweets were able to be extracted per call. Because of this, testing

to find the optimal query parameters was extremely difficult.

b. Tweet contents are very informal and often use shorthand or emojis, causing stan-

dard semantic analysis classifiers to misinterpret content.

c. Similarly, player names are often shortened (eg. TAA Trent Alexander Arnold),

or even misspelt. Many of these more common observations could be catered for

through techniques described below.

d. Collecting sufficient historical data and organizing it in a manner that could be

useful for predictions was very time consuming due to the lack of available data

and different sources that needed to be combined.

e. Creating a robust system that can automatically gather the latest data required

lots of time handling all the corner cases.

f. Gathering odds required depending on a set of APIs that were unreliable at the start

of the season and often did not provide the full odds per fixture initially.

g. Comparing the different learning algorithms and their performances was extremely

time consuming. Even then, optimizing the parameters to achieve optimal results

depended heavily on the constantly updating test set.

1.5 Dissertation Outline

Chapter 2 discusses all the relevant literature that was reviewed in preparation for this

dissertation, most importantly delving into detail on different learning algorithms, sen-

timent analysis techniques, language modelling and information aggregation methods.

6



Chapter 3 presents the current state-of-the-art in fantasy football recommender

systems and other areas that use both statistics and human sentiment data to make

predictions for future events.

Chapter 4 builds on the literature review, outlining the application architecture and

implementation together with all the design decisions made throughout development

together with all the challenges faced.

Chapter 4 discusses the results together with an in-depth evaluation of these results.

The applications usability, performance and prediction accuracy are also assessed.

7



Chapter 2

Background Reading

2.1 Learning Algorithms

Machine learning algorithms are continuously becoming more advanced; improving

their methods, accuracy and ability to solve increasingly harder research questions. Due

to the nature of this dissertation, we explore various algorithms within the supervised

and ensemble learning methodologies. Given that our historical seasonal performance

dataset also contains the number of points achieved in that gameweek, our dataset

is automatically labelled and thus becomes a supervised learning problem. This is

because our research goal can be rephrased to trying to find a full squad of players that

will score above a certain number of points in the upcoming gameweek. Therefore,

unsupervised learning techniques are deemed out of scope for this thesis.

2.1.1 Supervised Learning

Supervised learning refers to the group of machine learning algorithms that generate a

function by analysing a set of labelled training data. This function is then applied to

previously unseen data, predicting the classification labels by generalizing an optimal

algorithm from the training data to unseen scenarios [7]. In this project we explored

the performance and accuracy of Support Vector Machines (SVM) as a baseline model.

SVMs were chosen because of their reported success in Thapliyas captaincy prediction

algorithm [8].

8



2.1.1.1 Support Vector Machines (SVM)

Support Vector Machines are a learning algorithm that are generally used for classifi-

cation and regression problems [9]. A separating hyperplane is used to separate all the

data into the different classification classes [10].

Figure 2.1: Linearly separable SVM [1]

The algorithm takes a weighted feature vector xi and label yi pair as parameters,

where xi is the data point and yi is the points label. The goal of the algorithm is to

find an appropriate decision surface that can correctly separate the different variable

classes. A separating hyperplane is defined attempting to find the maximum possi-

ble margin; meaning that the distance from the nearest point on both sides of the

hyperplane is maximised. Two supporting lines are also added, one per side of the sep-

arating hyperplane; defining the distance between the nearest point on that side and

the hyperplane. By maximising these support distances, support vector machines will

effectively reduce their classification error due to the larger margin for error between

the different classifications [9].

Optimal hyperplanes are decided by minimising |w|2 w is a vector perpendicular

to the hyperplane [1]. Through this formula, the hyperplane orientation is deduced

and whereas b decides the hyperplanes position. Through iteration of all the samples

9



in the test set, the SVM updates the values for wand b, learning about the optimal

hyperplane orientation for all the data points in the test set.

Figure 2.2: Optimising hyperplanes to maximise margin between plane and nearest
point

Once the SVM is fully trained, predictions for all the previously unseen data points

are made using the decision function f(x) = w.x − b the decision function outputs

a positive number, the data point is labelled as a positive class, while if the decision

function outputs a negative number, the point is labelled as a negative class [1].

SVMs are a useful tool for handling non-regular data or data with unknown distri-

butions, capable of robust predictions. By making use of the regularisation parameter,

the algorithm can effectively help reduce the risk of over-fitting to the testing data.

In addition, by applying the kernel trick mapping non-linear separable data into a

higher dimensional space to find a hyperplane that can separate the samples effectively

[11], expert knowledge can be added into the model [12]. SVMs are defined as a con-

vex optimisation problem which means that there is always a unique solution since

there are no local minima. As discussed by Joachims, SVMs are extremely powerful

when handling text data through techniques such as the bag-of-words algorithm which

generates a large number of unique features [13].

10



2.1.2 Ensemble Learning

When considering important decisions that can have significant implications, it is

considered good practice to seek a second and even a third opinion before deciding.

Through this method, we typically weigh the gathered individual opinions and com-

pare them before reaching an informed decision. The benefits of implementing such a

technique for decision making systems has been recognised and is known under various

names including multiple classifier systems or ensemble based systems [14].

Ensemble learning methods follow this approach of gathering several predictions,

using a combination of different learning algorithms to obtain better predictive perfor-

mance than could be obtained from any single algorithm individually [15]. They are

particularly useful when dealing with both small and large datasets. When the amount

of available training data is too large for a single classifier, the data could also be parti-

tioned into smaller subsets. Each subset being used to train a separate classifier which

can ultimately be combined through a prespecified combination rule. On the other

hand, if there is too little data to sufficiently train a model, through various techniques

such as bootstrapping, boosting and bagging, the use of the available dataset will be

maximised and used to its full potential. On the other hand, techniques such as boot-

strapping, boosting and bagging, can be used in scenarios where only small datasets

are available to train a model.

Bootstrapping is the practice of using random dataset sampling with replacement.

By doing so, we can better understand the variance of a dataset. Each bootstrap-sample

consists of a random data sample drawn with replacement and treated completely inde-

pendently from all the other bootstrap-samples [16]. While this technique is generally

used for small subsets of training data to help provide an understanding of the stan-

dard deviation of the dataset, this method can also be used on whole datasets when

sufficiently small [17]. This is demonstrated in figure 2.3, where the super population

is being split into three subsamples with replacement. Each sub-model in the ensemble

classifier would then be trained on these different subsamples to optimise the results,

even on small datasets.
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Figure 2.3: Bootstrapping dataset example

Bagging, or bootstrap aggregation, is an ensemble technique is the procedure used

to generate trees in a high-variance format ensuring that each tree in an ensemble

method is sufficiently different. In a repeated fashion, a subset of all the data and

features within the dataset are used to create different models, with the final prediction

being an aggregation of all the different predictions by each unique model.

Finally, boosting refers to algorithms that utilize weighted averages to transform

weak learners into stronger learners. Unlike the technique used in bagging methods,

where each tree is run independently and their predictions aggregated at the end,

boosting runs its models one at a time. At each iteration, the previous model specifies

which features the next model should focus on. In figure 2.4 we see that the weak

learners represented by Box 1, Box 2 and Box 3, all misclassify a few results. The

stronger learner that is the aggregated results of each of these boxes is then much more

successful in understanding the dataset as reflected by its correct predictions [17].
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Figure 2.4: Bootstrapping dataset example

2.1.2.1 Random Forests

Random forests are an ensemble learning model using a combination of tree predictors

such that each tree depends on the values of a random vector sampled independently.

Random forests are predominantly used for classification and regression problems. A

forest of different decision trees is generated by selecting data and applying random

and independent vectors [18].
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Figure 2.5: Random Forest structure [2]

Single decision trees are a popular method for tackling different machine learning

problems, but because they tend to overfit data, might not commonly be the best

choice for more complex models. By combining and averaging the results of different

decision trees tackling different subsamples of a dataset, we overcome the overfitting

problem faced by individual trees. The method for applying random forests makes

use of bootstrap-aggregating or bagging. Given a training set and their responses,

the bagging algorithm repeatedly selects a random sample (with replacement) of the

training set and fits trees strictly to those samples [18]. By using a large enough

forest we are confident that overfitting is not likely due to their independent training

techniques.

2.1.2.2 Gradient Boosting Machines

Gradient boosting is another form of ensemble learning model that is used to solve

regression and classification problems, producing a model in the form of weak prediction

models such as decision trees. Similar to other boosting models, gradient boosting

machines build the model in a stage-wise fashion, allowing optimization through a

differentiable loss function [19].
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Similar to linear regression models which assume that the sum of its residuals is 0,

gradient boosting models repeatedly leverage patterns in residuals and strengthen the

model through several weak predictions, effectively making the base model repeatedly

stronger. Gradient boosting machines work by first fitting a regular decision tree

on the data and based on the error residuals calculated (actual target value minus

the predicted target value), a new model based on these error residuals as the target

variable with the same input variables is created. This process is repeated until the

sum of residuals converges or overfitting is observed. GBMs come with a number of

hyper-parameters that allow for fine-tuning the model specifically to fit the dataset in

question. Through parameter tuning, we can prevent both under and overfitting [20].

Soon after the introduction of the gradient boosting algorithm, Friedman proposed

that at each iteration of the algorithm the learning models should be specifically fit to a

subsample of the training-set selected at random. The proposed technique is compara-

ble to the bootstrap-aggregation method described in section 2.1.2. This modification

saw a significant improvement in the gradient boosting models accuracy [21].

Most of GBMs strengths lie in their flexibility and capability to adapt to change

due to its many parameters. These can be divided into 3 general categories, which we

will discuss in the upcoming sub-sections [22] [23] [24];

1. Tree-Specific Parameters: affect each independent sub-tree in the model;

2. Boosting Parameters: affect the boosting methods in the model;

3. Other Parameters: affect various functions within the model.

2.1.2.2.1 Tree-Specific Parameters

The following parameters alter the way all the trees within the model work [23]

[24];

1. Min samples split: Defines the minimum number of observations which are

required in a node to be considered for splitting. This parameter is used to

control over-fitting, higher values can prevent a model from learning relations

that may be highly specific to a particular sample [25].
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2. Min samples leaf: Defines the minimum number of observations required in a

leaf node. This parameter is used to control over-fitting in a similar fashion to

min samples split [25].

3. Max depth: Defines the maximum depth of any tree. Can be used to control

over-fitting since larger depths allow models to learn very specific sample relations

[25].

4. Max features: The number of features that are considered when search for a

most optimal tree split.

2.1.2.2.2 Boosting Parameters

Once the tree parameters have been defined, the boosting parameters are used to

specify how the bootstrap-aggregation method will work [23] [24].

1. Learning rate: Determines the impact of each sub-tree on the final prediction

outcome. An initial estimate is defined which is repeatedly updated through

the outputs of every tree. This parameter defines the magnitude by which this

change occurs.

2. N estimators: The number of sequential trees that are modelled. Overfitting

may occur if the number of trees is excessively high.

3. Subsample: The fraction of observations that will be selected for every tree

through random sampling.

2.1.2.2.3 Miscellaneous Parameters

1. Loss: Defines the loss function that is minimized in every split.

2. Random state: The random seed number ensures that random numbers will

be generated every time.
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2.2 Natual Language Processing

2.2.1 Named Entity Recognition

Named entities are defined as phrases that contain a number of names identifying

people, places, organisations, products and many more. For example;

U.N official Ekeus heads for Baghdad.

[ORG U.N.] official [PER Ekeus] heads for [LOC Baghdad].

The above sentence contains three named entities; the organisation U.N, the person

Ekeus and the location Baghdad. Named Entity Recognition (NER) is the subtask of

information extraction whose aim is to tag proper nouns in unstructured text with

predefined classifications. Early models made use of primitive handcrafted rule-based

algorithms, but modern focuses have shifted focus to automated methods through

machine learning models [26].

Due to the nature of this task, supervised learning techniques that study examples

of named entities across a large dataset requires an often unrealistically large annotated

corpus. Asahara and Matsumoto combined a statistical Part-Of-Speech (POS) tagger

with an SVM-based model that could extract named entities using these annotated

features achieving an F-score measure of 87.21 [27]. As is common with supervised

NER models, the performance of the system heavily depends on vocabulary transfer;

the proportion of words without repetition that appear in both the training and testing

corpora. Because of this problem, it is evident that language factors and textual genres

are also an important factor to consider when reporting accuracies of models. Poibeau

reported that systems tested on different collections from their testing corpus would

report a drop in performance and recall between 20% to 40% [28]. This is clearly a

significant problem because it implies that each model is closely tied to the training

dataset and may lose accuracy in previously unseen examples should there be new

words.

To solve the lack of large training data available, clustering and other unsuper-

vised learning models have recently become the state-of-the-art in NER. Etzioni et al.

investigate the viability of Pointwise Mutual Information and Information Retrieval

(PMI-IR) as a feature that could be used to classify a named entity as a given type

[29]. Developed by Turney [30], PMI-IR determines the measure of dependence between
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to expressions through web queries. A high PMI-IR value indicates that expressions

tend to co-occur, implying a high correlation probability. Through this method, Etzioni

could create features for every located entity and automatically generate discrimina-

tory phrases per entity. For example, for a located entity such as London, phrases like

is a city or nation of would be generated which can then be used to correctly classify

entities. This method handles the primary issues outlined in supervised learning meth-

ods outlined above, where unseen words would not be classified. Using this example,

if a new city name is mentioned in the sentence, Tokyo is a city in Japan; even though

Tokyo was not seen in the training data, the model could infer that it is a city in the

country Japan.

2.2.2 Sentiment Analysis

Sentiment analysis aims to methodically identify, extract and score sentimental ratings

and distinct information from entities within textual data. In its most primitive form,

the task of sentiment analysis is to classify the overall polarity of a text document

understanding whether the opinions expressed within the document are positive, nega-

tive or neutral. Pang and Lee investigated whether standard topic-based categorization

techniques would be sufficiently suitable for sentiment classification or whether special

sentiment-categorization techniques would need to be developed [31]. The dataset

used was made up of a number of English movie reviews together with their overall

rating thumbs up or thumbs down. To do this, three standard models were com-

pared; Nave Bayes classification, maximum entropy classification and Support-Vector

Machines. Interestingly, they reported that the standard machine learning algorithms

incorporated with natural language processing techniques provided accuracies of up to

82.9% when only considering unigrams within the text. When compared with a set of

human-generated baselines that gave a sentiment score for every word in the dataset,

the algorithms outperformed them by 13.9%. While these results look promising, they

were not able to achieve new highest accuracies, but argued that this was because of

the structure of their dataset, where reviewers would set up a deliberate contrast to

earlier discussions causing bag-of-words algorithms to misclassify such instances while

humans would have no problem identifying the true sentiment of the review. To solve

this issue, where the whole is not necessarily the sum of its parts, Turney suggests that

18



some discourse analysis would be required that makes use of more advanced technology

than the current positional features used prior [30].

In practice, labelled documents are very rare, and the general trend is to work with

unlabelled data. Because of this, understanding how to exploit unlabelled data for text

classification has become a very active research problem [32] [33] [34] [35]. Nigam et al.

proposed an Expectation Maximization (EM) algorithm combined with a Nave Bayes

classifier, which makes use of EM to dynamically produce labels for unlabelled data

whilst simultaneously improving the system [33]. This allows the Nave Bayes algorithm

to incorporate unlabelled data into supervised learning methods. The algorithm works

by first training the model on all the available labelled documents, and after assigns

probabilistic labels on all the unlabelled documents. A classifier is then trained using

the new labels, showing results that reduce classification error on unlabelled data by

up to 33% on real-world tasks.

Similarly, Joachims implemented a modified SVM that could exploit unlabelled

data sources; commonly referred as the Transductive Support Vector Machine [34].

Given insufficient labelled data, the SVM may incorrectly learn from the dataset and

mistake noise to be an important factor. The idea behind TSVMs is that a segment of

the test-set is added into the training data, attempting to make training the model less

ambiguous by increasingly populating denser areas while optimally leaving the ideal

maximum-margin solution as a relatively low-density area.

Both Dumais et al. [35] and Joachims [34] show that SVMs are extremely well

suited for text classification problems because of the following characteristics;

1. Large number of features Each stemmed word is considered its own feature

2. Document vectors are sparse For each document, the equivalent document vector

contains very few non-zero entities.

3. Irrelevant features are sparse Joachims suggests that most features are relevant

and should not be removed [34].

TSVMs inherit most of these benefits from SVMs but can also take advantage of

string co-occurrence patterns; words that are likely to occur in conjunction with each

other, due to their prior knowledge on the learning task [34].
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2.2.3 Microblog Natural Language Processing

Microblogs such as tweets provide new challenges in natural language processing,

mostly related to information extraction and sentiment analysis. Microblogs represent

an important source of information through which named entities occur repeatedly

with very distinct contexts per blog due to the individual opinions expressed indepen-

dently. Twitter has around 300 million active users posting over 500 million unique

tweets every single day; the fastest growing network in terms of activity [36]. Because

of this large volume together with the posting of independent user opinions, harvest-

ing sentiments through tweets could provide extremely useful for companies looking to

understand how users react to certain products or events.

As discussed earlier, regular NER and NEL systems are typically developed and

evaluated specifically to work on lengthier, carefully written texts such as news articles

and blogs. Applying natural language processing techniques to tweets and microblogs

in general is a challenging rising research area as shown in [29] [37] [38] [39]. The

280-character limit imposed on tweets makes users tend to avoid grammar and proper

spelling, whilst also making use of emoticons, abbreviations and hashtags all of which

could have an important role on the meaning and sentiment of the tweet [37]. Because

of their short, noisy and unstructured nature, information extraction from tweets is

generally performed through a pipeline using different methods involving tokenisation,

part-of-speech tagging, named entity recognition and entity disambiguation [37].

State of the art named-entity recognition methods that would generally have an

accuracy of 85-90% on standard text articles were reported to only achieve 30-50%

when analysing tweets [38] [40]. To attempt to solve all the above problems, current

research targeting microblog specific information retrieval techniques have used imple-

mentations involving Conditional Random Fields (CRFs) [38]. Together with CRFs,

a special focus is being dedicated to text normalisation methods as a way of removing

extra linguistic noise prior to introducing the natural language processing pipeline [41].

Through these methods, Ritter et al. was able to prove that standard NER systems

perform poorly when applied to tweets but can be improved by building tools that

were trained on unlabelled, domain-specific and non-specific data showing consider-

ably improved results over standard news-trained models. Their individually trained

POS tagger outperformed the Stanford POS tagger, reducing error rate by 41% [38].
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Once named entities have been correctly located within microblogs, Go et al. com-

pared integrating different n-gram features together with their respective POS tags

into the training of supervised models including Support Vector-Machines, Maximum

Entropy (MaxEnt) and Nave Bayes [42]. Their results showed that the MaxEnt model

trained through a combination of unigrams and bigrams outperformed all other models

that used POS tags by almost 3%, reaching a maximum accuracy of 82.7%. Part-of-

Speech tags were used as features because different contexts can cause a word to have

a different meaning, such as the word over being used as a verb could imply negative

sentiment, while when used as a noun may simply refer to the Cricket terminology.

Pak & Paroubek reported contradictory findings, stating that adding POS tagged fea-

tures into his n-gram models improved sentiment accuracy on tweets, arguing that they

provided a strong indicator of emotional texts within tweets [39]. This is likely very

dependent on the dataset and objective of the model in question where syntax and

common phrases can be easily predicted. Similarly, Barbosa and Feng stated that the

use of n-grams on tweet data may negatively affect classification performance because

of the large number of infrequently used words together with the different vocabularies

used by each individual Twitter user [43]. Instead, they proposed a framework that

made use of Twitter specific features such as retweets, hashtags, replies, punctuation

and even emoticon usages. By training SVMs using these features, the sentiment ac-

curacy improved by 2.2% when compared to standard SVM models trained only on

unigrams.

Extending on these previous works, Saif et al. investigated a different approach

to sentiment analysis through tweets; namely applying semantic features and concepts

across several tweets containing that entity occurrence as an additional feature to the

overall sentiment prediction [44]. The features compared in their report were unigram,

POS-based, Sentiment-Topic and their new Semantic-based models. They state that

through their methods, the increases in precision, recall and F-score rose by at least

6% throughout all their tests on different datasets.
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Chapter 3

Literature Review

In this section, the current state of the art in fantasy football predictions will be

analysed and discussed. Any techniques will be analysed and compared to methods

we propose, together with why they differ. Further, we analyse other works that

combined different data-sources to make improved predictions in different areas. The

general inclination observed in previous works has been to use historical statistical data

in combination with machine learning methods to predict future scores.

Strictly using previous gameweek performances together with a Gaussian Nave

Bayes algorithm, Thapliya was able to predict future performances with a reported

accuracy of 86% [8]. The model aimed to a set of 3 players that would score 6 or more

points in the upcoming gameweek, essentially predicting the best captaincy picks. As

discussed in the FPL rules section, each team is allowed to pick a single player per week

to be the team captain. This player is then given a double points multiplier, making

it especially important to pick a good captain consistently. While this method acts as

a good baseline method, the final implementation is still very lacklustre, with injuries

and additional factors such as one-off performances not being included in the final

predictive model. By building on this technique, we can extend the algorithm to pick

the best full team of players for the upcoming gameweek. In addition, by incorporating

a better statistics dataset together with all the other proposed data-sources we hope

to improve on both accuracy and the average weekly points achieved.

Bonomo et. Al derived a mathematical model attempting to predict ideal line-

ups per gameweek in the Argentinian first division [45]. Very similar to our goal
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of predicting the optimal weekly line-ups by incorporating previous information with

knowledge gained from press-reports and manager updates before games. The aim of

this model is to build an index that can produce reasonable representations of what

will happen in future gameweeks. They concluded that simply analysing the players

point average in recent matches alone is not a good indicator due to the lack of key

match characteristics that are considered. Most importantly the opponent, the matchs

home or away status and the current performance of the team. To improve the model

Bonomo extended the points averaging system by applying a weighting strategy based

on the following three factors;

1. Home or away status of the clubs next match. Weight of 1.05 applied for home

games, 0.95 for away games.

2. League table position of next opponent. Weight of 1-1.05 for bottom five teams,

0.95-1 if in the top five.

3. Current performance or situations of player or club. Up to 5% if the player is

on a winning or scoring streak, up to -5% if on a scoreless or winless streak, but

even applied after recent external tournament matches.

Initial teams were selected using two separate techniques. First, initial teams were

selected based on the computed index to maximise the teams whole-season number

of points. The second initial team was built in a non-myopic fashion, only aiming to

consider the upcoming gameweek. Interestingly, the non-myopic model outscored the

myopic initial team across the entire season regardless after transfers are considered.

They confidently state that the longer the season goes on, the better the model can

perform based on more relevant data to learn from.

Bonomo also investigated a posterior model that had all the available seasonal

information to investigate factors that could help future models. This model calculated

points obtained by the optimal team and a comparison of points between different

available formations.

Match-outcome prediction models have many potential applications, most com-

monly in models attempting to beat betting markets. However, we can incorporate

similar methods into our own system to improve predictions. Similar to Bonomos work

converting expected results into fantasy football recommendations, we can assign each

23



player with both an attacking and defending returns probability. Owen states that

most previously published work focused on Generalized Linear Models (GLMs), which

assumes that all the model parameters representing the underlying statistics and abil-

ities per team remain constant over time [46]. To improve on the works, a Dynamic

GLM is introduced that evolve based on past matches to better predict future matches.

Predictive probabilities for every fixture result would be derived based solely on the

results gathered prior to that round within the season, adapting after each gameweek

results are updated.

In more sophisticated methods, Matthews presented an innovative fantasy football

predictor that consisted of belief-state MDP algorithms combined with Bayesian Q-

Learning to train models on the past five years of football data [3]. Through this

technique, expert knowledge was combined with statistical player data in many different

forms based on the machine in question. Their most successful model used a start of

the art Bayesian Q-learning model to handle the uncertainty, achieving a score of

2222 points, placing the machine within the top 500 players. The original model was

nave; acting myopically only considering the single next gameweek. Even with all

these restrictions, this model still achieved a very respectable score of 1981, effectively

ranking it at position 113,921. By extending this model to also look back on data from

the previous season, the model leaves out all the players who did not appear but still

improved performance slightly, upping the score to 2021 with a rank of 60,633. While

the scope of this dissertation is different, extending the work to compete with the real

FPL leader board while following the official set of rules would be an important next

step to fully understand exactly how important the different data sources are in terms

of rank improvements.

Paid subscription models such as Fantasy Football Fix offer a similar statistically

based model that works by analysing the same statistical trends that will be used in

this paper, namely all the transfer data and the points predictions using historical sea-

son data 1. While their model has successfully been able to predict player price changes

with an accuracy of 98.7%, predicting future gameweek performance had much weaker

accuracy due to their sole focus on statistical data. The application states that its

primary goal is to optimize a players team by providing recommended transfers to the

individuals team; but since this is only done through statistical analysis and informa-

1https://www.fantasyfootballfix.com/
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tion on the upcoming EPL fixtures, the model has no rationalization and cannot predict

injuries, rotations, managerial decisions, tactical changes and the unpredictability of

football. While our application cannot solve the unpredictability of football, by incor-

porating automated human, and more importantly, expert feedback into our model,

we will effectively be able to also consider all the other external factors that have been

hindering previous models so far in an automated way.

Godin et al. proposed a technique that involved combining historical statistical

data with large numbers of tweets to predict football match results in order to try and

beat bookmaker accuracies [47]. They show that combining multi-stream data proves

to be useful when attempting to predict match outcomes. By considering several

different factors, including sentiment analysis, tweet volume for specific hashtags, and

even unigrams and bigrams, they were able to produce the following results;

1. a. Considering the previous 5 games of statistical data was able to correctly

predict 62% of upcoming match results;

2. Twitter volume for different hashtags and keywords is not a good metric, only

correctly predicting 50% of all results;

3. Sentiment analysis was also not suitable for microblog analysis, predicting just

52% of all results correctly.

By only considering tweets that mentioned just one team or their nicknames to-

gether with a predicted score, the algorithms accuracy improved to 61%. Once the

individual feature vectors of both statistics and tweets were used to create a single fea-

ture vector, the prediction accuracy rose to 68%. Across this 14 gameweek timeframe,

the bookmaker prediction accuracy was 67%. While these results dont significantly

outperform bookmaker predictions, it is clear that incorporating human feedback has

significance. While this method of tweet understanding might be viable for FPL predic-

tions, the number of different scenarios is much larger in our domain. The assumption

that a team being mentioned in a tweet implies that they are expected to win cannot

be translated to FPL. Firstly, there is a significant drop in FPL specific tweet volume,

and secondly, it is not safe to assume that mentions mean that the player is expected

to perform well. Our task of predicting a full team of 11 players that will perform well
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in the next gameweek is much harder to predict using twitter and alternate methods

would need to be explored.

Bahrami et al. presented a technique to predict upcoming public protests by using

both statistical data and twitter posts [48]. Specific to protests held after the US

2017 elections, their model would iteratively search for tweets containing words such

as protest. Once a predetermined threshold is exceeded, the most common hashtags

are collected to help provide an understanding of what the protest is about. Additional

tweet details such as the polarity of tweets calculated through unigrams, the number

of violent words per tweet and the state in which the tweet is published are used to

determine whether a protest is likely. External statistics used included the percentage

of Trumps vote in each state; providing a clear understanding of the general sentiment

towards Trump per state. Bahrami et al. report that combining statistics with social

media content has very powerful predictive possibilities, reporting an accuracy of 85.5%

across 6 months of data. As expected, the accuracy increases significantly with more

data having an average accuracy of 62% in the first month, increasing to 78% by

the second. By iteratively filtering tweets depending on event-specific hashtags we can

incorporate real time tweets into our predictions. In our case, the events would be the

specific gameweeks, with twitter users posting their predictions, possible rumours or

even their current team line-ups using the hashtag #GWxx; where xx represents the

current gameweek in the season.
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Chapter 4

Design & Implementation

This project requires interactions with large amounts of raw data retrieved from a

variety of different data sources to achieve its task. In this chapter, an overview of the

application will be presented; discussing design choices, tools and technologies used.

We will also analyse several methods used to handle the different data sources and

produce a set of predictions that accurately reflect on the data contents.

4.1 Application Overview

The aim of this dissertation is to generate predictions for future FPL scores through

various data sources. By combining all the different predictions to form a single pre-

diction, we expect to have more powerful predictive power than achievable by any of

the individual data sources. This research is based on the principle that statistical

factors combined with human expertise and the opinions of large crowds could improve

the model by automatically factoring in non-statistical criteria. To do this, individual

components responsible for all the necessary steps required to get a prediction from

their respective data source are developed. Once all components are developed, a fi-

nal aggregator is used to gather and combine the results from all the data sources.

Through a series of tests on the English premier league 2018-2019 season, we identified

the most optimal weighting strategy that produced the most accurate results based on

how good each data source was at predicting player performance.
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4.1.1 Application Architecture

As discussed above, the application is divided into multiple core components that are

each responsible for the gathering and handling of data from their data source and

using this data to make a prediction. The components discussed below are:

1. Statistical analysis;

2. Twitter analysis;

3. Blog and news-article analysis.

Figure 4.1: Proposed high-level architecture design
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4.2 Prediction Algorithms

4.2.1 Dataset

Our dataset is a combination of different datasources containing all the latest available

FPL specific data for the current season. As a result, the dataset is very varied;

being extremely limited during the first gameweeks of the season, and being very large

towards the end. For every gameweek within the season there are over 500 players,

each with unique statistical measures that must be gathered. At the early stages of an

FPL season we would only have limited training data, meaning that any algorithm used

would need to be suitable to handle such datasets effectively. Similarly, towards the

end of a season, the amount of data available will be increasingly huge. For example,

by the 38th and final gameweek, we would have 37 gameweeks of statistical data for

over 500 players per week. Added to this, we would also have the results obtained from

around 300 different news articles and blogs together with an average of 400 tweets per

gameweek.

Further, our dataset is an extremely unbalanced one. Our goal of predicting players

expected to perform well in upcoming gameweeks can be rephrased to predicting players

who will earn 6 or more points in the next gameweek. Due to the way points are earned

in FPL, 6 points is a good baseline that should be expected for each player on a team in

order to be successful. All players score 1 point for playing up to 60 minutes in a game,

and 2 points for any additional minutes. Added to this, goalkeepers and defenders get

4 points for a clean sheet, and forwards get an extra 3 points together with a bonus

point for scoring one goal. Midfielders get 1 point per clean sheet and get 4 points

per goal, and 3 points per assist. This makes scoring 6 points very achievable for any

player expected to perform well. However, as seen in figure 4.2, the number of players

that achieve 6 or more points is extremely small when compared to the overall set of

players. Out of the 16,384 players achieving points in every gameweek for the past

3 years of FPL data, 9533 players earned 0 points (58.18%), while only 1399 players

earned 6 or more points in the gameweek (8.54%).
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Figure 4.2: Points scored per player per gameweek in past 3 seasons of FPL data

4.2.2 Machine Learning Algorithms

It is clear that we needed to incorporate an algorithm that could deal with both small

and large unbalanced datasets. We considered 3 primary algorithms; SVMs, RFs and

GBMs. SVMs provided a very good baseline, especially during the early stages of the

season - however proved to be unusable in the later stages of the season due to their

excessively long training times when making use of large datasets. We also found that

they were not very effective at dealing with unbalanced datasets in general, meaning

that they were generally very weak at predicting the rarer outcomes and generally

focused on extremely standard team selection templates. However, the main downside

with SVMs was that they are not able to specify their probabilistic confidence values

for any selections meaning that there is no effective way of selecting the most confident

picks. Additionally, SVMs are extremely susceptible to both over and under fitting the

dataset and as a result are very dependent on hyper parameter and kernel function

values. Because our dataset changes drastically per week we would need to manually

fine-tune the models repeatedly every week to achieve optimal results.

Due to these constraints brought about by the dataset, ensemble methods were

expected to provide more benefits over supervised learning algorithms. Both RFs and
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GBMs provided exceptional predictive power and both worked extremely well with

both small and large unbalanced datasets - making both of these algorithms ideal

candidates for our task. Ultimately, because GBMs follow the boosting technique

explained above, we found that by learning from previous iterations of weak-learners,

GBMs were more able to correctly predict unlikely outcomes; such as underdog teams

unexpectedly winning games. Additionally, in the gameweek after such an unexpected

event occurs, GBMs were less likely to fall for the trap of recommending those players

again off the back of an unexpectedly large points haul. On the other hand, because

of RFs bagging technique, any data picked from unlikely events will have a larger than

ideal impact on the final predictions; often recommending players simply due to recent

one-off good performances. While this can be negated by increasing the number of

random trees within an RF, we still found that GBMs outperformed them throughout

most gameweeks in a season.

GBMs were eventually chosen as the prediction algorithm of choice for this task.

Their flexibility and ability to handle both large and small amounts of data effectively

meant that the algorithm will work effectively throughout all stages of the current

season. The proposed plan for the application is that once developed, is expected

to run automatically; retrieving all the necessary data, making the predictions, and

deciding on the final prediction without any human interventions.

Optimising the algorithm to correctly fit the data without over or under-fitting was

a crucial task that could severely impact the predictive power of the algorithm. Finding

the optimal set of variables required for the task requires expertise and extensive trial

and error techniques to fully understand the problem at hand.

The first step was to identify how well the different variables correlate to players

scoring large point hauls in the next gameweek. To do this, another variable was

added to the dataset called isCaptain. This is a boolean value with value 1 for players

that score 6 or more points and 0 otherwise. This effectively makes the problem at

hand attempting to correctly predict the value of this parameter for the upcoming

gameweek. By using this variable, our model now becomes a more clearly defined

classification problem rather than trying to predict the exact number of points that a

player is expected to score which would lead to high variance and an extremely low

accuracy in our testing.

To demonstrate the variance in all our parameters in reference to the isCaptain

31



value for that specific player and gameweek, the dataset is split into 2 rows. The first

row represents the mean values for all variables when isCaptain is 0, and the second

column is used as the mean values for all rows where isCaptain is 1. The final table of

features together with the mean values for isCaptain is shown in tables 4.1 - 4.5

Table 4.1: Player metrics for the upcoming gameweek aggregated by isCaptain value

isCaptain Player Opponent Opponent FDR isHome Points Minutes Round ElementID
0 ... 10.564 2.965 0.486 1.323 56.539 16.616 2.675
1 ... 10.068 2.552 0.566 8.218 85.714 18.523 2.4855

Table 4.2: Player metrics for previous gameweek aggregated by isCaptain value

isCaptain Opponent PrevWeek Opponent FDR PrevWeek isHome PrevWeek Points PrevWeek
0 9.7115 2.703 0.479 2.643
1 10.633 2.879 0.445 3.571

Table 4.3: Player metrics match 2 gameweeks ago aggregated by isCaptain value

isCaptain Opponent 2PrevWeek Opponent FDR 2PrevWeek isHome 2PrevWeek Points 2PrevWeek
0 9.405 2.616 0.448 2.301
1 10.317 2.788 0.473 2.973

By understanding these values, it becomes clear that variables such as bonus points

(BPS), Transfers-Balance and Influence play an important role in predicting future

performance. Meanwhile, factors such as opponent, round or even elementID seem to

have no correlation with the player performance since their mean values seem to be

very similar for both values of ”isCaptain”. To prevent the classifier from learning

wrongly, these irrelevant values are removed before learning. While it may seem like

factors such as the opponent 2 weeks ago has no difference, these features were kept

in, because it implicitly affected the number of points scored in that week. To expand

the available feature space, we then create interaction terms; variables multiplied to-

gether to produce extra variables. One example of this is creating a new variable called

”OpponentFDR-Points-PrevWeek”, which is the result of multiplying the fixture diffi-

culty of the previous weeks match together with the points achieved. These variables

allow us to get a better understanding of how factors such as match difficulty affected

points earned in previous gameweeks.
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Table 4.4: FPL provided statistics aggregated by isCaptain value

isCaptain ICT index Threat Influence Transfers Balance
0 2.618 8.402 10.935 2196.895
1 7.301 23.081 35.035 11971.045

Table 4.5: FPL player value and betting odds for all players aggregated by isCaptain
value

isCaptain Value BPS DefenseOdds OffenceOdds
0 53.875 7.589 59.705 26.616
1 59.778 29.513 46.619 19.210

It also seems like DefenseOdds and OffenseOdds values extrapolated from the

betting data - representing the likelihood of a team to keep a clean sheet and score re-

spectively, are insignificant. This is because the table represents the mean values across

all players regardless of their position. While goalkeepers, defenders and midfielders

benefit from clean sheet points, forwards do not. This means that when considering for-

wards, clean sheets are likely useless except for showing a teams expected dominance in

a game. On the other hand, goalkeepers and defenders rarely benefit from any attack-

ing returns through goals and assists, making goal probabilities effectively useless for

them too. To further understand how significant each variable is when attempting to

predict future data, the dataset is split for every player position. Next, different GBMs

are trained per dataset. When predicting unseen data in the test-set for midfielders,

we observe the variable importance scores shown in figure 4.3. As expected, influence

and ICT-index remain extremely important, but elementID is useless; matching our

expectations from tables 4.1 and 4.4.
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Figure 4.3: Feature importance score for midfielder predictions

Similarly, from the correlation matrix in figure 4.4, we can see the relevance of

certain variables when compared to each other.Each cell indicates the relevance of the

variable in its column to the the variable in the current row. For example, when observ-

ing the correlations for Opponent-FDR-PrevWeek - the combination of the opponent

ID and the fixture difficulty rating of the previous week, we clearly see that there is

no strong relation with any other value. This means that if kept in our prediction

model, this value could even affect the outcomes for the worse. On the other hand,

when looking at the isCaptain value, we see that there are high correlations with the

isHome, Threat, ICT-index and several others. This matches our hypothesis drawn

from the mean-values table and variable importance figure above, where high variance

indicates an important feature. Since ”isCaptain” is the variable we are attempting to

predict, through this correlation matrix, we can easily identify which variables will be

important to our model.

Different gameweeks are then selected and all the previous gameweek data is used

as training data - with the current gameweek used as test data. By selecting a wide

range of different gameweeks from various phases of the season, we can ensure that our
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models work well across the early, middle and late phases of the FPL season.

Figure 4.4: Correlation Matrix for all available parameters

4.2.3 Parameter Tuning

In the 1999 paper Greedy Function Approximation: A Gradient Boosting Machine,

Friedman discusses the trade-off between the number of trees - M and the learning rate

- v.

The v-M trade-off is clearly evident; smaller values of v give rise to larger

optimal M-values. They also provide higher accuracy, with a diminishing

return for v ¡ 0.125. The misclassification error rate is very flat for M ¿ 200,
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so that optimal M-values for it are unstable. ... the qualitative nature of

these results is fairly universal [21].

The recommended approach is to begin by setting a large value for M and tune the

shrinkage parameter to achieve the most optimal results. Several further suggestions are

mentioned across Friedmans papers, recommending subsampling without replacement

with a value around 50%, the number of terminal node per tree ranging between 2 and

8 and the number of trees in a GBM to be within the range of 100 to 500 [21] [49].

The approach used in this paper involved a similar method of starting the model

with all the default values and finetuning them each individually. By understanding

the trends and estimated values that are recommended for each parameter, an array

of several possible values are defined [22]. Through a 5-fold cross validation technique,

models are repeatedly tested using all the different array values, and predictive perfor-

mance is measured by measuring the accuracy as well as the AUC-ROC (Area Under

Curve Receiver Operating Characteristics) curve. Through the AUC-ROC, we can

identify how well our model distinguishes different classes by comparing the True Pos-

itive rate on the y-axis against the False Positive rate on the x-axis. The bigger the

area covered (the higher the True positive rate converges), the better the model is at

predicting correct classes.

In figure 4.5 below, we see an example of this technique, where the n-estimators

parameter was assigned various values and the AUC score was measured for each

instance. For each different parameter value, 5-fold cross validation is used to ensure

that the results are accurate and not a one-off result skewing the results. The average

AUC score across all cross-validation results is then picked and compared to the rest

of the values.
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Figure 4.5: Calculating AUC ROC for different values of n-estimators

It is clearly seen that after a value of around 300, the values seem to converge for

the training set, while for the test set the value stays similar even decreasing slightly.

For this reason, we can confidently pick the right value for n-estimators without having

to be concerned about over-fitting our model. This technique is then repeated for all

the different parameters that the GBM uses, and once complete our statistical model

is ready to be used for future gameweeks.

4.3 Statistical Analysis

The statistical analysis component is responsible for all possible statistical factors that

could be used to predict a players future performance including;

1. Historical gameweek data;

2. Upcoming fixture statistics;

3. Bookkeeper odds.
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4.3.1 Historical Gameweek Data

This component refers to both player and gameweek specific data for every previous

round within the current season. For every fixture played, important statistical mea-

sures such as the players form, threat, goals, assists, clean sheets etc. are combined

with information about that fixture such as whether the game was played at home,

the fixture difficulty rating and the number of fantasy football users that both trans-

ferred in and transferred out the player in that gameweek. By training a model on all

this historic data we can create models that use information about upcoming statistics

together with the latest player form data to make more accurate predictions.

4.3.2 Upcoming Fixture Statistics

The Fantasy Premier League website directly provides free unlimited access to their

API that provides player specific information for the upcoming fixture 1. They calculate

the players current form, expected points, influence, threat and creativity as well as

providing a detailed list of statistics of their season so far.

The main problem with using these measures individually is that factors such as

expected points and form are heavily influenced by the previous performance. This

means that if an unusual event such as a substitute defender scoring a hattrick occurs,

these variables will be heavily biased and predict that the expected points for the

upcoming game will be much higher than they really should be. This indicates that

while these statistics are helpful, they must not be too heavily relied on.

4.3.3 Bookkeeper Odds

By also factoring in bookkeeper odds, we can obtain freely available information about

the upcoming fixtures that statistics alone cannot provide. Bookkeepers odds are

extremely accurate, taking into consideration all the possible factors that could affect

the game; both statistical in terms of previous match performance as well as external

factors such as injuries, importance of the match for both teams and even the rest days

between matches from different competitions.

1https://fantasy.premierleague.com/api/bootstrap-static/
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By converting the odds into percentage probabilities, we can use the Result and

both teams to score market to infer the likelihood of teams winning, scoring goals and

keeping a clean sheet. These team probabilities are then assigned to all players within

the team. The possible outcomes for the market are as follows;

1. Team A win and Yes (Team A wins and both teams score)

2. Team A win and No (Team A wins and both teams do not score - meaning only

Team A scores)

3. Draw and Yes (Draw and both teams score)

4. Draw and No (Draw and both teams do not score - implies a 0-0 draw)

5. Team B win and Yes (Team B wins and both teams score)

6. Team B win and No (Team B wins and both teams do not score - meaning only

Team B scores)

Through this information we can infer the probabilities of Team A scoring by com-

bining the probabilities of;

1. Team A win and Yes

2. Team A win and No

3. Draw and Yes

Similarly, the probabilities of Team A keeping a clean sheet are calculated through

the combination of the following result probabilities;

1. Team A win and No

2. Draw and No

Through this technique, we can add additional metrics to our predictions, by as-

signing both teams a scoring and clean sheet likelihood into our player dataset. Each

player within the team is then assiged these values.
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4.3.4 Data Collection Pipeline

Gathering and preparing all the required data in an automated fashion proved to be

very challenging, mainly due to the sparsity of information and the lack of standardized

information across the different data sources. The Fantasy-Premier-League Scraper

application developed by Vaastav provides extensive statistics for each player in every

game all the way back to the start of the 2016/17 season [50]. The application provides

CSV formatted files containing all the required statistical information from all the

previous gameweeks such as for example goals scored, assists, clean sheets, transfer

data and even availability in terms of the players injury status. All the data gathered

through this application was used as the core of the statistical prediction model.

Once all the required data was gathered, the FPL API was used to insert the

additional features for the upcoming gameweek. This was essential to give the machine

learning algorithm the required data to work with when attempting to predict the

player performances for every round. Factors such as the next opponent, whether the

game is home or away, and the number of fantasy players that transferred in and out

the player as of the time of running the application were added.

Additional features such as the fixture-difficulty ratings were also used. Based on

an algorithm developed by calculating a set of formulae together with the teams form

across the past 6 matches, each team is assigned a rank for the perceived difficulty of

their opponents. The values can range between 1-5, with 1 implying that the match

should be relatively easy while 5 suggests that the opponent is favoured in the match

[51]. Once calculated, these values are published for use directly by the FPL team and

may update throughout the season should their calculations change due to performance

throughout the season.

Betting data was also added through the Result and Both teams to score market.

The API used provides data for the entire season and returns a set of odds given a

requested fixture 2. This allows our model to also store clean sheet and scoring odds for

each fixture, and by identifying which player belongs to which team, these probabilities

can be assigned accordingly. By doing so our machine learning algorithm now also can

automatically make use of betting data; a mathematical, highly accurate prediction

parameter.

2https://www.api-football.com/
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Once all the columns were chosen and populated, the dataset was cleaned by also

removing players that are injured and have less than 50% probability of playing in the

next gameweek. Additionally, players who had 0 minutes in the previous gameweek

were also removed from the dataset because this drastically increased the chances of

false predictions, while also helping to balance out the dataset as recommended by

Thapaliya [8].

4.4 Linguistic Analysis

In our dissertation, linguistic analysis is used in two separate components, namely for

news-articles and blog posts, and for twitter data. The goal of linguistic analysis within

these components is to understand who specific text documents are writing about, un-

derstanding their sentiments and assigning mentioned players with a sentiment rating

per document. Through this method we aim to predict future FPL performances based

on the recommendations of domain-experts and fan opinions alike.

4.4.1 News-Articles and Blogs

Because FPL is such a huge topic that generates popular discussions every week, many

news articles and blogs exist that post their personal recommendations, tips, and

premier-league related news. These are carefully written and often contain insider-

information by domain experts including rumoured line-ups, squad rotations and even

potential unconfirmed injuries. It is common for serious FPL players to sift through

these blogs weekly, trying to optimise their teams based on these recommendations.

Through NLP techniques including named entity recognition and extraction, and sen-

timent analysis, we aim to automatically derive the entity-based sentiment per blog

and player. This way we can automatically incorporate blog and news-article opinions

and recommendations into our predictive model.

4.4.1.1 Data Collection

Different approaches to this task were considered. Initially, the naive approach of

manually selecting the best FPL specific blog sites and scraping their latest articles

for new data was proposed. This approach is the generally recommended method
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when scraping data from news articles because it reduces the amount of noise [52] [53].

By specifying the websites from which articles are scraped, we can ensure a certain

standard and can even judge how accurately that source predicts future events based

on their previous predictions. By understanding their individual accuracies, we could

assign different weightings to each author.

The main issue with this approach, however, is that each blog tends to only give a

recommendation for a select few players. Figure 4.6 demonstrates the player sentiment

results for all players throughout all the gameweeks in the FPL 2018/19 season when

over 300 blogs are analysed per gameweek. Its observed that most players have 0

points, which means that they are never even mentioned in blogs. This makes sense

because just like we saw in the points distribution graph, most players dont make any

appearances in games, making it extremely unlikely that they would be mentioned

in FPL recommendation blogs. The next majority of players have just a few points,

both on the negative and positive side. Similarly, this indicates they they’ve only been

mentioned on a small number of blogs in the over 300 considered. This means that if

we used the standard approach of hand-picking the top blogs and only relying on them

the result would be a small subset of players who are recommended just a few times

each, while the vast majority are unmentioned. As discussed in the method below, this

would not be enough for our model because most players never get mentioned meaning

that this would not be effective in predicting future results. This would also mean

that any incorrect predictions by any single blog would have a very big impact on our

overall model when only considering a select few blogs to consider.

To solve this issue, we propose a method through repeated scraping that involves

selecting the top 100 web search results for several different FPL specific search queries.

In addition, we also use a single, constantly updated injury specific blog 3 to remove

all the currently confirmed injured players from our dataset. While most players are

still never mentioned, a select few who are expected to perform well are repeatedly

recommended by several different blogs. This will result in a very high score that

should provide a very powerful indicator to the recommender systems predictions. As

more time in the season passes, the model is also expected to improve because it

will learn to understand that large blog-score points are generally a very important

indicator.

3https://www.fantasyfootballscout.co.uk/fantasy-football-injuries/
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During the testing and evaluation phase, it was important to ensure that all re-

trieved results were written and uploaded prior to the gameweeks start. Otherwise,

by including post-gameweek articles that discuss the actual performances, our work

would be demonstrating NLP techniques rather than providing an FPL recommender

system. To ensure this, a date range is included with each search query, filtering all

documents that are not written between 1-5 days before the gameweeks start.

Table 4.6: Queries used to gather news articles and blogs

QueryID Query

1 Fantasy Premier League gameweek ”GWxx”

2 FPL gameweek ”GWxx”

3 FPL budget ”GWxx”

4 FPL injury ”GWxx”

5 FPL tips ”GWxx”

Table 4.6 shows the current queries that are used to gather the web-documents

to be analysed. By using different keywords across the searches, we can maximise

the range of blogs found while also covering a range of different topics, ranging from

the standard favourites, to injured players and budget non-conventional picks. This

technique also allows us to expand our search range while still only considering the

documents considered to be the top-rated results for the given query, effectively giving

us more valuable results than simply searching for more documents within a single

query. Any duplicate results and links to videos are removed.

4.4.1.2 Generating Predictions

Once all the blogs have been collected, the next step is to parse and understand the

sentiment behind their texts. A local CSV file 4 containing all the player names,

surnames, common names and nicknames is created, that will be matched against each

recognised entity in every document. Through named-entity-recognition and extraction

methods discussed above, entities extracted from the web documents are compared to

entities in the database. If matches are found, the entity-based sentiment score is

4https://github.com/bonellon/MoneyBall/blob/master/Blogs/players.csv
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calculated, and the respective player is given a rating. This process is repeated for

every crawled website resulting in a large web of player scores. As shown in figure 4.6,

most players are never mentioned in any of the crawled blogs, while players expected

to perform well are repeatedly mentioned. This finding correlates with the average

number of points players achieve, with the vast majority scoring less than or equal to

2 points per gameweek. It is logical that for most of these players most of whom dont

even make an appearance in the game, there will be no discussion on news articles and

blogs. We also see that injuries and weak performances in games are given negative

sentiments and when discussed.

Figure 4.6: Blog and news-article sentiment score per player per gameweek in FPL
season 2018/19

To complete this task, several different tools were required. Scraping the web for

the different queries was done using the python googlesearch library 5. By providing

the different queries as parameters, the library would search and return a list of URLs

returned by the query.

5https://github.com/MarioVilas/googlesearch
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All the text in each document is then extracted and passed on to the text-analysis

API. Initially, IBM Watsons Natural Language Understanding toolkit 6 was used; how-

ever it was found that the Aylien Text-Analysis API 7 provided much better func-

tionality. Ayliens text-analysis API provides inbuilt entity-based sentiment analysis,

meaning that while text is being processed, all the found entities are extracted, and

their individual sentiment scores can be calculated. On the other hand, IBM Watson

provides entity extraction, but does not give separate sentiment analysis scores per

entity. Instead, giving a single sentence long sentiment score - resulting in sentences

containing two or more different subjects being given the same score. For example,

given the following sentence:

With Danny Ings suffering a hamstring injury that will potentially see him

sidelined for 2 weeks, the Saints forward has made way for the in-form

Marcus Rashford, whos bagged 3 goals and 2 assists in the 4 games under

Ole Gunnar Solskjaer.

The results from the two different text-analysis APIs are shown in table 4.7. Be-

cause of this primary benefit of the Aylien API it was selected for the rest of the

project implementation. A human reader of the above sentence would easily be able to

recognise that Danny Ings (player) is now injured and should not be in an FPL team

for the next week. The blog then recommends Marcus Rashford as a replacement. Its

important that the API used can replicate this human behaviour, extracting names

through named-entity recognition and extraction, and afterwards determining the sen-

timent around the entity. The APIs also extract Ole Gunnar Solskjaer, the Manchester

United manager. When comparing this name to our aforementioned player database,

no match is found meaning that this entity will be ignored. Similarly, Saints - which is

the nickname for Premier league team Southampton is also ignored for similar reasons.

Once the scores are retrieved from the Aylien API, theyre converted to scores that

we can use to aggregate the total score across all the documents we consider. Initially,

a player total starting from 0 points is kept for each player. When we detect a positive

mention, we add the sentiment score to the current player score, and similarly subtract

when a negative mention is detected.

6https://www.ibm.com/watson/services/natural-language-understanding/
7https://aylien.com/text-api/
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Table 4.7: Aylien API vs IBM Watson performance when predicting entity-based sen-
timent.

Aylien API

IBM Watson

4.4.2 Twitter data

Similar to the arguments made for news-articles and blogs, twitter data is another

essential source of the latest FPL information. Rather than expertly written articles,

the focus in this domain is to aggregate the wisdom of crowds principle by compiling

the list of tweets using FPL specific hashtags prior to every single gameweek. Twitter

and social media in general are important sources because of their sheer volume and

also because all the insider information, possible rumours and varied discussions and

opinions generally tend to be first shared here. This means that social media discussions
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on twitter and other FPL specific content sites generate lots of valuable discussions that

human readers and text analysers could use for improved predictions.

4.4.2.1 Data Collection

In a similar technique to the news-article and blog collection, Python libraries are

used to take full advantage of Twitter’s advanced search functionality 8. Twitter also

provides their own set of developer APIs 9, offering a range of different functionalities

including historical tweet searches. They also provide several different libraries such

as Tweepy 10 which has all the API calls ready allowing the user to simply modify the

parameters and begin using the API. However, the free Twitter API versions are very

restricted both in terms of API-call allowances as well as the number of tweets returned

per API call. This allowance would be suitable during the upcoming seasons, where

100 calls per month each returning a maximum of 100 tweets, would be sufficient. This

is because these calls can be evenly split across the 4-5 gameweeks per month. During

implementation and testing however, all the historic seasonal tweets need to be gathered

for every gameweek in the previous season, together with different experimental search

queries to examine which query provides the best results. When gathering data for

the previous season for testing purposes, it was important to ensure that no post-game

tweets get into the dataset possibly skewing our results. For this reason, we would

only search for tweets for any given gameweek up to 1 day before the first match.

Table 4.8: Example of searching periods per gameweek

Gameweek Gameweek start Gameweek end Query start Query end

1 10th August 2018 12th August 2018 3rd August 2018 9th August 2018

2 18th August 2018 20th August 2018 13th August 2018 17th August 2018

3 25th August 2018 27th August 2018 21st August 2018 24th August 2018

4 1st September 2018 2nd September 2018 28th August 2018 31st August 2018

8https://twitter.com/search-advanced
9https://developer.twitter.com/en/docs/tweets/search/api-reference/premium-search

10https://tweepy.readthedocs.io/en/latest
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4.4.2.2 Generating Predictions

Once a method for gathering tweets was settled, the next step was to analyse and

infer player sentiments from each tweet. Again, the Aylien API proved to be the

most promising because it could correctly identify named entities and provide their

individual sentiments within lengthier blogs and articles. However, this proved to not

be as effective as with correctly structured English texts as seen in news articles and

other web documents for reasons discussed in detail below.

We investigated different options with varied success. Initially we tried to repli-

cate the method used for news-articles and blogs however this method was found to

be extremely ineffective. The brevity of tweets combined with the lack of grammar

and proper syntax means that even if the named entities can be extracted, their sen-

timent is generally inaccurately labelled. Additionally, many tweets contained lots of

emoticons that replaced recommended actions, or even described a player. For example

arrow emoticons would explain who is replacing who, ticks imply transfers in, and an

ambulance emoticon was even seen representing an injured player.

Another alternative method was to use sentiment analysers specifically trained and

targeting tweets. However, the same problem of misreading both named entities and

their sentiments was again observed. This problem is seen because of the FPL-specific

language used in such tweets. Emoticons are used to represent transfers in, transfers

out, a players team, anger, injuries and many more. In addition, lack of grammar and

proper sentence structure also causes additional problems that further add to the issues

in predictions. Our final recommendation for future methods looking to incorporating

tweets is to create a custom corpus with historical domain-specific data. In our case,

extensive data is available from all the previous years of FPL meaning that this task

boils down to manually classifying all positive and negative tweets while removing

all player and gameweek specific information. Improving on this recommendation,

we could keep track of twitter users and assign them their own individual reliability

scores, increasing for correct predictions in previous weeks and vice versa. This would

allow us to increasingly accurately identify domain-experts and ITK (in the knows)

people claiming to have insider information from specific teams that often release vital

information such as rumoured line-ups.
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4.4.2.3 Issues with Tweets

Unfortunately, gathering and analysing tweets was found to be a very problematic

area causing it to be neglected in the final models predictions. Tweets are a form

of microblog with a maximum limit of 280 characters per tweet. They are notorious

for their common issues including bad spelling and grammar, lack of punctuation and

even emoticon usages to represent ideas and sentiment. As shown in figures 4.7 - 4.10

below, it becomes clear why standard non-FPL specific classifiers cannot perform well

on tweets and social media in general.

Figure 4.7: Tweet example showing emoticons used to imply transfers

The tweet shown in figure 4.7 shows a user who plans to transfer out Hazard and

Dunk, replacing them with Sterling and Valery respectively. In this case the pointing

finger emoji tells us who will be replacing which player. Players being pointed to would

need to have positive sentiment, while the rest should have a negative sentiment.
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Figure 4.8: Tweet example showing independent player emoticons

Similarly, in figure 4.8, players Son and Jiminez are being removed and replaced

with Fraser and Vardy. Additionally, He plans to captain Aguero in the upcoming

gameweek. In this example, these actions are represented through emoticons. If a

model was not trained using historical FPL data which had such instances in the

training data, there is no way of accuractely understanding the sentiment implied by

these emoticons.
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Figure 4.9: Tweet showing injuries through emoticons

In figure 4.9, we find out that De Bruyne is injured as seen by the ambulance

emoticon. This player recommends replacing him with Redmond from Southampton

nicknamed Saints. Both players Firmino and Mane are part of Liverpool, commonly

nicknamed the reds. While certain emoticons such as an ambulance and a middle-finger

could easily be used to extract the implied sentiment, team-specific emoticons such as

the saint or the red circle are highly specific to our domain.
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Figure 4.10: Tweet written without any correct grammatical structure

In figure 4.10, the user recommends replacing Hazard with Salah. While this is

easily understood for human readers, sentiment analysers might get confused by the

lack of grammatical structure, unnecessary punctuation and incorrect capitalization.

Further down in the tweet, the user mentions that he also intends to ”TC” - meaning

triple captain; which is a token that allows FPL players to gain a triple multiplier from

their captain for one gameweek in the season.

4.5 Generating Predictions

Before we can make any predictions for the upcoming gameweek, all the data for the

previous gameweeks must be loaded and cleaned. Through the methods described

in the above sections, all the final data for each previous gameweek is gathered per

data-source. Similarly, all the currently available data for the upcoming gameweek

is retrieved. Because of the nature of tweets, betting-odds, news articles and blogs,

different predictions will be made depending on how long before a gameweek the rec-

ommender service is run. Naturally, both twitter data and news-articles will be much

more sparse the further away a gameweek is. To retrieve the data that most accurately

reflects on the likely outcomes for the gameweek, running the predictor as close as

possible to the gameweek start is recommended.
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Figure 4.11: High level flow diagram for loading the latest data into our dataset and
generating predictions for the upcoming gameweek.

After a gameweek passes, the application does not automatically gather all match-

day statistics and the final set of news-articles, blogs, Twitter data and betting odds.

This means that once the predictions for the next gameweek are requested, the appli-

cation must first check if all the final data for the previous gameweek already exists in

the dataset. Figure 4.11 highlights the flow diagram in gathering all the data before

any predictions can be made. If the latest data for the previous gameweek was never

updated (meaning that the recommender service was never run after the gameweek

passed), each data-source specific component is run to retrieve the latest data for the
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passed gameweek, ensuring that any retrieved non-statistical data stems from before

the gameweek started.

Once all the data is prepared, all previous gameweeks are dedicated to training

data to maximise the amount of available data for our models. By understanding the

importance of all the variables within our dataset (figure 4.3), the irrelevant metrics

are removed. Once training is complete, the trained models are then given all the

currently available data for the upcoming gameweek in order to generate predictions.

Through this method, we can reliably make predictions for consecutive gameweeks

using the latest available data without any human interventions.

4.6 Challenges

4.6.1 Statistical Analysis

Dealing with all the publicly available data and free APIs proved to be unexpectedly

challenging. The official FPL API totally overhauled their endpoints in between sea-

sons, while the betting API would often not have all the odds available for each fixture

both upcoming and historic. Additionally, because we are gathering data from various

different sources, it was important to ensure that they are all gathered, cleaned and

prepared individually. Any errors that could cause data to not be retrieved could result

in a weak dataset that would need to be populated using default values.

4.6.2 Linguistic Analysis

Due to the number of challenges encountered when attempting to identify sentiment

correctly through tweets, we deemed it not suitable to be incorporated into the project.

A custom corpus would have been needed that was FPL specific based on all the

previous seasons of tweets. While this has some potential, it would only be successful

for tweets predicting single players in sentences. In our case, as seen in figure 4.7

it wouldn’t be possible to split that specific example tweet into positive and negative

sentiment training examples because there is simply no way of splitting it up into a

positive and negative training example for our corpus.
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4.7 Summary

In this chapter we discuss the methods used to search, collect, prepare and make pre-

dictions for all the different data-sources considered. We compare different techniques

along with analysis of what methods are most effective and why. Finally, we discuss

the challenges with each data-source.
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Chapter 5

Results & Evaluation

The following chapter will present the findings of this dissertation and how they help

answer the research questions. Firstly, I outline the application built and the differ-

ences to real-world FPL users in terms of rules followed. I then discuss the different

approaches and how they perform against each other and the official FPL leader board.

5.1 Hypothesis

Our hypothesis is that combining different data-sources to traditional FPL prediction

algorithms will increase their predictive power and performance. Using a baseline

model focused on a purely historical statistics dataset, we expect to see a rise in average

points achieved per gameweek when incorporating data from additional non-statistical

sources into our dataset. While statistical measures provide a good indicator of what

is expected to happen in future FPL events, external events such as squad rotations,

injuries, and mid-week international matches can never be automatically considered.

5.2 The Predictive Model and FPL Rules

Our final model is a recommender system for FPL, helping users by recommending

a set of 11 players that are expected to perform well in the upcoming gameweek.

Because of this, our model does not follow the official rules, and this must be taken

into consideration when comparing our model with the FPL 2018/19 seasonal rankings
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below. The primary advantage that our model has over regular players, is that we dont

consider transfer penalty fees between gameweeks. This means that we can effectively

totally overhaul our team every single week without any penalties. In the official

game, each player is given a single free transfer per gameweek, with additional transfers

costing a deduction of 4 points.

On the other hand, our model only picks 11 players per week which prevents us from

having any substitute players in our squad. FPL players have the benefit of owning 15

players, so that if a player in their starting squad does not make an appearance in their

real matches, they will be automatically replaced in the FPL lineup. Additionally, FPL

allows for each team to have a captain a player whos given a points multiplier of 2.

While we could have easily allowed our model to pick 15 players and field the 11 that

are most confidently expected to perform well, we decided that in order to try and

balance out the advantages and disadvantages that our model had over real players,

the model would only be allowed to pick 11 players without any captain.

5.3 Web Application

In order to demonstrate the functionality of the application created as part of this

dissertation, a demo website was created. The website would allow users to view both

upcoming and historical predicted teams per machine learning algorithm. Because of

the results discussed below, no options to switch datasets were provided only providing

predictions for the superior multi-stream dataset we created. For all the previous

gameweeks, each player is also shown along with their achieved points and the total

points that team would have achieved in the gameweek. The historical screens shown

for the FPL 2018/19 season gameweek 2 are seen in figure 5.1 and 5.2 below.
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Figure 5.1: GBM prediction for season 2018/19 gameweek 2

Figure 5.2: SVM prediction for season 2018/19 gameweek 2

Since this website was created as a demo to demonstrate the current capabili-

ties of the application it was built to show very simple teams and their point scores
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highlighting the differences in different algorithms. There are a number of proposed

improvements both in terms of functionality and usability that will be discussed in the

future work section below.

5.4 Evaluation Approach

In order to evaluate the different algorithms and datasets, we tested them on the entire

FPL 2018/19 season. All algorithms were used to predict gameweeks 2-38 three times

each. Once a team is predicted, the corresponding real score achieved by that team is

calculated. For each algorithm, the average score per gameweek is repeatedly calculated

3 times to ensure that the final result is an accurate representation of the predictions.

This process is then repeated for the remaining gameweeks in the 2018/19 season and

the final scores are compared to each other and to the official FPL leader boards. To

correctly evaluate the performances of different machine learning models, a confusion

matrix is used. A confusion matrix is a table used to understand the performance of a

classification model. After classification is complete, the confusion matrix is made up

of the following states;

1. True Positives (TP) The true positive rate represents the number of positive

cases in the data that are correctly predicted to be true

2. False Positives (FP) The false positive rate represents the number of positive

cases in the data that are incorrectly predicted to be false.

3. True Negatives (TN) The true negative score represents the number of neg-

ative cases that have been correctly classified to be false.

4. False Negatives (FN) The false negative score represents the number of neg-

ative cases that have been incorrectly classified to be true.

Table 5.1: Confusion Matrix layout

Predicted Positive Predicted Negative

Actual Positive TP FP

Actual Negative FN TN
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5.4.1 Precision

The precision score is the percentage of correctly predicted true results when consid-

ering all positively predicted results. High precision scores imply that there is a high

probability that retrieved results will be accurate to the task. In our case, having a

high precision would mean that most players picked by an algorithm will have 6 or

more points. On the other hand, having a low precision score results in poor retrieval

accuracy and a low FPL score. Precision is calculated as follows;

Precision =
TruePositiveRate

TruePositiveRate + FalsePositiveRate
(5.1)

5.4.2 Recall

On the other hand, recall measures the percentage of correctly predicted positive results

when considering all the positive classifications within the whole dataset. In every FPL

gameweek, there is an unknown and constantly varying number of players that achieve

more than 6 points. While recall is an important metric to understand how many

potential options were missed, having a full team of correct predictions is far more

important meaning that the precision of our selections is far more important.

Recall =
TruePositiveRate

TruePositiveRate + FalseNegativeRate
(5.2)

5.4.3 Accuracy

Accuracy measures the percentage of correct predictions when considering all the pre-

dictions. Accuracy is an important metric for us to consider, however because of the

small number of players who achieve 6 or more points in any given gameweek, accu-

racy is not the most important metric since it can be heavily skewed by the accuracy

of non-captain player predictions. For example, in table 5.3 we see that in FPL sea-

son 2018/19 gameweek 38, only 19 midfielders scored 6 or more points out of 121

midfielders.

Accuracy =
TruePositiveRate + TrueNegativeRate

TotalPredictions
(5.3)
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5.4.4 F-Score

By taking the mean values of both the precision and recall scores, the F-Score provides

an accuracy measurement. Considering both the precision and recall, the F1 score is

the harmonic average achieving an optimal value at 1. By altering the importance of

the precision and recall in the equation, the F-Score can be modified to properly suit

the needs of the problem at hand.

FScore = 2.
P recision.Recall

Precision + Recall
(5.4)

5.5 Evaluation

5.5.1 Comparing different Machine Learning Algorithms

We evaluated the viability of 3 different machine learning models; namely SVMs, RFs

and GBMs. As discussed, all the different algorithms were compared by comparing

their average scores across three different prediction iterations per gameweek in the

2018/19 FPL season. Three iterations per gameweek were used to ensure that one-

off predictions are averaged out as much as possible. Through figure 5.3 we can see

that while all the different models performed exceptionally well, the GBM slightly

outperforms the competition consistently throughout the season. These results are

obtained by training each model on all the statistical, betting, and linguistic data

available for all the previous gameweeks in the current FPL season. This score would

have effectively placed the GBM prediction model within the top 0.5% of FPL players.

A more detailed breakdown of the results and rankings is shown in table 5.2 below.

While the advantage of being allowed to create a new team every gameweek definitely is

a large advantage, the ability to pick correct predictions consistently is what would be

expected from a recommender service that provides precise weekly recommendations.
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Figure 5.3: Comparing SVM vs RF vs GBM performance using historical statistics,
betting odds, news articles & blog data

Aside from the points differential, its also important to note that SVMs aren’t as

suitable for larger datasets due to their training time. When predicting the optimal

team for the final gameweek of the season, the amount of time each algorithm took is

seen in table 5.2. Because we consider 4 different datasets 1 per position, the time

taken to generate a team prediction involves training 4 different algorithms. The per-

formance metrics shown for the different models represent the average values across the

4 datasets. Additionally, within each dataset, the performance metrics are calculated

by taking an average value across the two classification classes; players predicted to

achieve 6 or more points, and players predicted to achieve less. The full results achieved

by a GBM in FPL season 2018/19 gameweek 38 is shown in table 5.3. Even though the

predictive power of the GBM is extremely weak for correctly predicting valuable goal-

keepers (precision of 0.25), because of the ability to correctly eliminate goalkeepers who

will not perform well, the average precision score remains 0.76. When calculated across

the entire player dataset, the precision rises to 0.897 due to the powerful predictions

in more forward positions.

While optimisations such as simultaneously training the 4 models were imple-
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mented, SVMs take considerably longer than GBMs and RFs, making them a weaker

candidate for a possible future user-friendly web-application. While it may still be

suitable when making generic predictions, SVMs would be unusable when making

user-specific team recommendations that would involve both training and prediction

in real time. Taking around 40 minutes to produce the final set of predictions is simply

not feasible, especially when compared to the other algorithms that both take less than

30 seconds each.

Table 5.2: Comparing different machine learning algorithms performance predicting
gameweek 38

Model Dataset Precision Recall F-Score Average Points/Gameweek Season total points Season ranking Training + Prediction time/s 1

SVM

Historical statistics +

Betting odds +

Blogs

0.824 0.830 0.850 59.41 2202 350,000 2512.22

RF

Historical statistics +

Betting odds +

Blogs

0.869 0.891 0.875 60.24 2229 300,000 7.14

GBM

Historical statistics +

Betting odds +

Blogs

0.897 0.903 0.896 61.89 2397 20,000 24.96
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Table 5.3: Detailed results for GBM predictions in FPL season 2018/19 gameweek 38

Precision Recall F-Score Number of Players

Goalkeepers 0 0.86 0.86 0.86 21

1 0.25 0.25 0.25 4

Average 0.76 0.76 0.76 25

Defenders 0 0.82 0.91 0.86 74

1 0.22 0.12 0.15 17

Average 0.71 0.76 0.73 91

Midfielders 0 0.98 0.99 0.99 102

1 0.94 0.89 0.92 19

Average 0.97 0.98 0.97 121

Forwards 0 0.99 0.99 0.99 28

1 0.98 0.96 0.94 9

Average 0.99 0.98 0.98 37

5.5.2 Comparing Datasets

Similar to our methods to investigating which machine learning algorithms performed

best, we repeated the process for the different data-sources; namely purely statistics,

betting-markets and news-articles & blogs. The goal of this test was to understand

whether using the same machine learning algorithms with different datasets shows sig-

nificantly different results. As seen in figure 5.4, the model that used all the available

data (statistics, betting odds, news articles and blogs) showed a significant improve-

ment over the purely statistical model. An in-depth comparison of the results can be

seen in 5.4.
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Figure 5.4: Comparing different dataset performances for GBMs

In-line with our hypothesis, the dataset containing all the information from the

various different data sources significantly outperforms the other variants; improving

the overall ranking on the FPL leaderboards from the top 13% to top 0.5%. In fact,

adding just one single source of additional data to the baseline model also sees a slight

improvement in performance. Removing the news-articles and blogs data showed the

biggest drop in performance, indicating that this is one of the more important data-

sources to consider.
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Table 5.4: Comparing different datasets and algorithms

Model Dataset Average points Total points Ranking Accuracy

SVM

Historical statistics +

Betting odds +

Blogs

59.41 2202 350,000 0.85

RF

Historical statistics +

Betting odds +

Blogs

60.24 2229 300,000 0.88

GBM Historical statistics 53.89 1994 800,000 0.91

GBM
Historical statistics +

Betting odds
57.97 2145 600,000 0.89

GBM
Historical statistics +

Blogs
58.76 2174 600,000 0.90

GBM

Historical statistics +

Betting odds +

Blogs

63.76 2359 30,000 0.89

5.5.3 Results

Our best model a GBM trained using all the available data-sources significantly out-

performed the baseline purely historical statistics model. As shown in figure 5.4, the

models started the season at a very similar total points haul, but the multi-stream

dataset model consistently achieved more points every single week. With an average

score of 63.76 points per gameweek, the multi-stream dataset model achieves an aver-

age of 10 additional points per gameweek. While this may not seem significant at first,

observing the difference in ranking because of these points means dropping from the

top 0.5% of players to the top 14%.

Across all multi-stream datasets, a slight decrease in prediction accuracy is seen

(from 0.91 to 0.89). We find that while multi-stream methods are much stronger

when predicting midfield and forward positions, they were less precise when predicting

goalkeepers. This is likely because goalkeepers are very dependent on their form and

previous statistics making them very consistent. Because of this, one of the more

common FPL strategies is to acquire a set-and-forget goalkeeper; meaning buying
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a goalkeeper that is expected to perform well throughout the whole season. Barring

injuries or other unlikely events, this goalkeeper is expected to play for the entire season

without having to spend any free transfers to replace him. Goalkeepers generally tend

to have a relatively low points ceiling; 2 points for playing 90 minutes, and an extra

4 points for a clean sheet. Additional points are sometimes awarded for making a

number of saves, or saving a penalty but this is not common. On the other hand, both

midfielders and forwards have a much higher point ceiling; getting additional points for

goal contributions and additional bonus points depending on their performances. For

this reason, a slight drop in accuracy when predicting goalkeepers is considered to be

worth the trade-off for better predictions in other roles. In fact, this trade-off results

in an average increase of 10 points per gameweek.

5.6 Summary

In conclusion, we find that incorporating different data sources proves to be a highly

effective method for improving the standard, purely statistical FPL prediction tech-

niques. These findings are in line with expectations, because for any FPL fanatic it is

clear that lots of research is required before every single gameweek to truly optimise

a team. This research generally comes in two different forms, firstly by looking at the

statistics and secondly by reading blogs, news articles and lots of social media FPL

content to gather many different opinions. In this work we proved that this research can

be done automatically by recognising the entities and their sentiments within online

text documents to significantly improve predictive power.

Seeing this large improvement through the incorporation of news-articles and blogs

further brings about the question of how much of an improvement we could see through

twitter if a corpus was built. Amidst all the noise lie rumours, insider information and

lots of valuable predictions that are typically first spread through twitter and other

social media. Extracting all this valuable information would surely be beneficial to any

multi-stream prediction algorithm.
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Chapter 6

Conclusion

This chapter summarises the work undertaken as part of this dissertation. We also

discuss the primary weaknesses and recommended improvements together with recom-

mended future works and the final outtakes from this work.

6.1 Objective Assessment

The primary research aim of this dissertation was to investigate whether combining

data from different data sources would help in increasing the accuracy and overall per-

formance of predictions. Ultimately, we found that while the accuracy of predictions

suffers slightly (from 91% to 89%), we found that the average points achieved per game-

week increases significantly from 54 to 64 points per gameweek. This is a significant

points-increase, resulting in a rise in FPL leader board rankings from rank 800,000

(top 13%) to rank 30,000 (top 0.5%) out of the 6.5million total players. By properly

understanding the strengths and weaknesses of each data-source, it becomes easy to

solve such issues by simply applying more weight importance to statistical parameters

when considering goalkeepers.

In this dissertation we aimed to combine statistical metrics with betting odds, news-

articles & blogs, and Twitter data to improve FPL recommender services. We found

that the inclusion of both betting data and news-articles & blogs individually, signifi-

cantly improves on the power of predictions made by statistical predictors. However,

by including both sets of data simultaneously, the predictions become considerably
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more powerful than their individual counterparts. This indicates that the incorpora-

tion of any relevant additional data would have positive effects on the predictive power

of such recommender systems. While we also investigated adding social media data

through Twitter, we faced many challenges leading to inaccurate predictions affecting

the overall predictive power for the worse. By creating a custom corpus based on the

previous years of FPL data, FPL-specific social media could have a significantly ben-

eficial impact on our model. This is because of the vast amount of discussions and

independent opinions that are spread through such sites. Another alternative could

have also been the FPL-specific Reddit discussion board 1.

6.2 Criticisms & Limitations

While the recommender system performed extremely well, there are several limitations

across all areas that hindered the overall predictive power. Firstly, we believe that

by increasing the number of data-sources, the prediction accuracy and average sea-

sonal score can increase even further. This is based on the fact that when individual

data-sources were added to the statistical dataset, the prediction performance always

increased. However, when multiple data-sources were combined; in our case, betting

markets and news-articles & blogs, the average points achieved per season rose much

more significantly than the individual parts.

In the subsections below, we discuss the limitations faced for each of the individual

data-sources.

6.2.1 Statistics

Our work on gathering both historic and upcoming statistical data was severely hin-

dered by the amount of available data. While there are many FPL-specific metrics

that summarize the performance of players in matches, having more detailed statistics

such as the number of shots on goal, shots off goal, pass accuracy, number of dribbles

etc. would help us paint a clearer picture of who is and should continue to perform ex-

ceptionally well. Opta-Stats 2 for example, provide the most in-depth analysis for the

1https://www.reddit.com/r/FantasyPL/
2https://www.optasports.com/sports/football/uk-football/
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English Premier League, which is also where the official FPL statistics come from. Sim-

ilarly, betting companies have large amounts of data used to create accurately priced

markets. By understanding not only the current prices, but also the price changes

leading up to the fixture, additional analysis could be possible. The free API used in

this dissertation only provided a limited amount of markets, but if we could extend this

to also include player-specific betting markets it could help us understand the expected

contributions per player. For this dissertation, the only market that was considered was

the Result and both teams to score market, which provides the offensive and defensive

probabilities within a single market. By looking at different odds such as the team

possession percentages, goal lines, or even the number of corners; we could identify

the expected dominance of a team and use this information to make more informed

predictions.

6.2.2 News-articles and Blogs

When considering news-articles and blogs, only articles written in the English language

were considered. By extending this to a wider range of articles we could effectively

widen our search-space without affecting the quality of the blogs, since we would still

only be considering the top articles per language.

Additionally, only the raw text was considered within the documents. No addi-

tional importance was given if text was a title, subtitle, a footnote or even a user

comment reply. Many blogs also post images, either of the most noteworthy players

being mentioned, or of their recommended FPL team for the week. While pictures of

players would be harder for an algorithm to understand, images representing a recom-

mended FPL team are typically in the same format, making it more possible to extract

information through such images.

6.2.3 Twitter

The main limitation with the progress of this dissertation was the inability to incorpo-

rate microblog data. We noticed a significant increase in accuracy when even a single

different data source is incorporated with historical statistics, leading us to believe

that this would only increase further through additional sources such as microblogs.

By combining our current methods with new datasets composed of FPL focused social
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media discussions, the latest information could also be considered. However, social

media discussions could be about many different topics; from predictions to possible

rumours or even asking for recommendations. Since these topics are widely different

to those seen in news articles and blogs, it is important to ensure proper noise removal

before performing the NER and sentiment analysis.

6.3 Future Work

Apart from extending the model based on the limitations outlined above, our project

could be improved significantly by enforcing all the traditional FPL rules. At the cur-

rent state, our application can only be used as a recommender system that highlights

players expected to perform exceptionally well in the upcoming gameweek. The prob-

lem here is that since users do not have unlimited free transfers per week, they can

only compare the recommended team to their own and make their own decisions on

who they should transfer.

This could be expanded in two separate directions. The first option would be to

act as a form of team-specific recommendation service. Users would provide a link

to their team and our service would look at their current squad, the available funds

and whether they have any free transfers available. Through all this information, our

service could examine weaknesses in their squad and provide a number of recommended

transfers specifically catered towards the current user.

The second option is to modify the model to follow the official FPL rules and

compete against the real players. By taking this approach we can observe predictions

in real-time and compare the different models to actual scores achieved across future

seasons. To achieve this, the most significant change is the addition of an accurate

method for predicting the first gameweek. In our current model, the first gameweek

is skipped because of a lack of any recent statistical information that could be used.

Once a first team is created, the model then needs to assign a captain and use a single

free transfer per week. The captaincy could be given to the player most confidently

picked to perform well, while the transfer would replacing the player within the squad

expected to perform worst.
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6.4 Final Outtakes

The availability of various different data sources has long been underused in automated

FPL predictors. Through this dissertation, we show that making use of multi-stream

data has huge potential in FPL predictors as well as unrelated areas that are af-

fected by both statistical and external factors. There is a significant improvement seen

when additional data-sources are combined with historical statistics, increasing the fi-

nal leaderboard ranking from the top 13% to the top 0.5% of players. Naturally, there

is a lot of work that can be done to expand on the work shown in this dissertation,

either by increasing the functionality or by adding additional data sources to further

improve the accuracy of such recommender systems.
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Abbreviations

a. FPL - Fantasy Premier League

b. EPL - English Premier League

c. GW - Gameweek

d. SVM - Support vector machines

e. RF - Random forests

f. GBM - Gradient boosting machines

g. NLP - Natural language processing

h. NER - Named entity recognition

i. NEE - Named entity extraction
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