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Abstract

There is an exponential rise in the volume of media content generated and simultaneously
consumed by the general public through a wide range of channels from legendary media such
as television, radio and print-based newspaper, magazines to developing online platforms such
as social networks, podcast and mobile applications on the internet, in the 21st century.
This aim of this research was to examine the newspaper generated by Indian print media for
months before leading up to the State Legislative Election and 2019 General Election held
in three states, Chhattisgarh, Punjab and Karnataka which served as the three case studies.
Politics is deeply associated with the electorate’s perception and the media plays a pivotal
role in shaping it. Combating prejudice against a political leader or a party is a challenging
task in current multicultural societies such as that of India. Mass media can decisively shape
prejudice and electoral ‘mood’ because it often represents the main source of information
for general masses. There is very little research that captures the causal effect of different
media features on attitudes toward different important political events, such as granular state
legislative elections and its effect on the General Parliamentary elections. This research work
distinguishes it from other work conducted in a similar domain by using political sentiment
expressed in news articles during several State Elections held in India and uses it as a proxy for
observing the impact it had on the Indian General Election using the sentiment and political
features extracted using sentiment Analysis.

The newspaper data was collected using an authoritative third-party data aggregator, Lex-
isNexis. The sentiment analysis was performed using a dictionary-based lexicon approach in
conjecture with a “bag-of-word” and vector space model. The Rocksteady affect analysis sys-
tem was used to calculate negative sentiment affect time series data for all three case studies.
Descriptive statistical analysis along with correlation heatmap and newspaper polarity were
conducted using the political factor sentiment time-series generated by the program. The
statistical significance of the features extracted from the news articles allowed this study to
compare the results of two elections. The key finding from this study indicated the rise in
overall negative sentiment communicated in the newspaper in the two elections. It observed
that the winners of state elections saw a reduction in the negative sentiment expressed against
them in subsequent general elections. A rise in coverage for the winning party in the state
election was also noted across all case studies. This lower negative sentiment and higher
media coverage do not necessarily translate to victory. Political features such as political
leaders and parties in the news articles also had a considerable effect on the results. Although
state election influenced the sentiment expressed in the English newspaper which subsequently
shaped the electoral perception, with the given data and results observed for the scope of this
study it is not reasonable to extrapolate the results of state election and predict the results
of the national-level General Election in India.
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1 Introduction

With the evolution of the world wide web and development of cheaper personal computer,
laptops and smart mobile phones, people have changed their way of consuming knowledge
and information. In this era of constant updates and this generations hunger to stay social
connected and informed promting them to absorb as much news, from as many sources, as they
possibly can, on matters that are essential to them or matters that catch their attention.

The origin and widespread deployment of the internet largely aided these breakthroughs. News
publication and magazines brought content online, allowing for larger volumes of content
to be published. New platforms produce enormous amounts of information such as social
networking and microblogging website. Twitter, Facebook and Whatsapp to name a few.
The democratization of the technology and advent of open source communities facilitated
widespread public access to this information, thus resulting in an ocean of media content
from both mainstream media sources and personal users alike. It enabled members of the
common public to voice their opinions on a global stage revealed to the rest of the planet.
Even as the move to digital media has challenged newspapers and broadcasters in better part
of the world, the print and television news industry in India has continued to grow. With
much of the population still offline, hundreds of millions of Indians still turn to newspapers,
television and radio as their main sources of news [1].In fact, newspapers are the biggest
form of print media in India with more than 425 million daily readers according to the Indian
Readership Survey (IRS) [2].

Politics is deeply associated with the electorate’s perception and the media plays a pivotal
role in shaping it. We are looking at events with a large quantity of streaming information
which is dynamic. Public generates emotions, opinions, sentiments, evaluations, appraisals
and attitudes towards entities such as products, services, organizations, individuals, issues,
events, topics, and their attributes [3]. General during our daily news coverage we observe
heated correspondences between the opposition party and the ruling party where the ruling
party is implicated of wrongdoing and later response from the government and it goes back
and forth year-round.

Researchers from Johns Hopkins University found that the brain can assign value to an object
in less than a tenth of a second [4]. With such high tendencies of humans to evaluate things,
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figuring out if something is quality or junk and assigns a value to that information. positive
or negative [4]. Humans tend to assess any information projected at them very quickly and
try to quantify it, with newspaper and media sentiment it’s the same. Either a positive or
negative sentiment is attached to it. Combating prejudice against a political leader or a party
is a challenging tasks in current multicultural societies. Mass media can decisively shape
prejudice and electoral ‘mood’ because it often represents the main source of information for
general masses. Despite the impact of mass media on shaping public opinion, there is very
little research that captures the causal effect of different media features on attitudes toward
different important political events, such as granular state legislative elections and its effect
on the General Parliamentary elections [5].

1.1 Media and Sentiments

1.1.1 Political Sentiment Analysis

The political landscape of any country is massively modelled through its media. Political
parties reach its user base by leveraging the mass media and this connection linking the two
becomes more profound during the campaigning period leading up to the polls. The term
’Political Sentiment Analysis’ has been relatively newer. But, researchers interest the towards
sentiment expressed in media coverage can influence how citizens think about their political
leader and shape electoral perception is old. An extensive amount of research [6] [7] [8]
has been done in this field to investigate sentiment expressed during political events such as
election by various news publications, magazines, social media, TV etc. Event these event
information flow changes and decisions made based on that information also changes. With
the effect of such networks daily, we start recoiling our valuable decisions and actions with
certain predefined notions created by others through their opinions expressed during these
events in the media newspaper. Thus, it is both interesting and challenging to see what and
how the trends in such dynamic political events change from time to time.

Most work on opinion mining has been carried out on subjective text types such as blogs
and product reviews. Authors of such text types typically express their opinion freely. The
major difference between news and product reviews is that the target of the sentiment is
less concrete and is expressed much less explicitly. Another major difference is Newspaper
articles is that they give an impression of objectivity to refrain from using positive or negative
vocabulary. They resort to other means to express their opinion, like embedding statements
in a more complex discourse, omitting facts that highlight some important people. For this
reason sentiment analysis on news, the text is rather difficult compared to others.
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1.1.2 Technical Challenge

The main technical challenges associated with such a kind study was identifying a kind of
information to collect, in which language and why? How to harness such information and its
management. Once the answer to these questions has been answered. How to analyse it? In
this paper, we chose the challenging job of mining opinions on news articles which are related
to politics as they are the cheapest means for people to acquire awareness on political scenarios
and give their votes accordingly during polling.Many cases and situations exist, such as events
where changes can be numerically quantified and are much easier to analyze and thus can be
used to make inference and prediction. Examples include share prices, stock value and more
which throughout the years have seen in the rise to research involving predicting stock market
behaviour, But, many events also do exist in which information cannot be quantified. Like
preference by an individual for a particular product or a candidate in an election. Typically
for such information and events, few methods exist to gauge the ‘mood’ or preference of an
individual. To perceive electoral perception, Opinion polls remain the popular choice for doing
it.

The Election Commission of India (ECI) uses Electronic Voting Machines (EVM) to conduct
elections. Once an electorate cast their vote on the date of the election. The posted ballots
are only accessed on the day of counting the votes under the supervision of the Returning
Officer (RO) who is responsible for conducting elections in a constituency, which also includes
counting of votes. Before this process takes place there is no quantification to measure the
“mood” of the electorate who cast their votes. Public opinion is often estimated using ‘Opin-
ions polls’ to forecast electoral outcomes. An opinion poll is a survey of public opinion from a
particular sample. Opinion polls are usually designed to represent the opinions of a population
by asking a series of questions and then extrapolating generalities from responses in ratio or
within confidence intervals. However, due to sampling issues, These offline techniques aren’t
a consistent estimator of the mass sentiment in countries like India with a population of over
1.2. Billion where manually opinion polling is general does not necessarily provide an accurate
representation of nationwide sentiment. Media on the other hand shape’s political opinion
and is a better source for extraction of political sentiment. Thus, it is both interesting and
challenging to see what and how the trends in such events change from time to time. Com-
prehensive investigations can lead to appropriate predictions. Opinion mining from Political,
economic and social data, is a new need to make the huge amount of available information in
an easily understood form to decision-makers in dedicated centres. This gives an edge to Text
Mining and explores the area of Sentiment Analysis (Opinion Mining) which is designated as
automatic processing of texts to detect opinions.

Mostly in the stock market when shares fluctuate dramatically, people claim it investor sen-
timent. In such events, alteration to public opinion and the actual asset impact the share of
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that company. In fixed sentiment analysis, people look at a newspaper and change in positive
or negative affect score on a daily basis.

Typically Natural Language Techniques or commonly referred to as NLP are used to count
affect related to a document. The newspapers are expected to reflect the opinion or news
media may try to influence people. Analysing sentiment in news media is an indirect way of
determining the elector sentiment opinion. The digital presence of news media has increased
globally also at the same time, the journal circulation of news articles have decreased in
all developed nations. But in developing countries such as India where a huge part of the
population is still without an internet connection, the printed newspaper is seen as the primary
source of information and therefore have seen a rise year over year. Once the sentiment is
extracted, a benchmark is needed to verify that sentiment. The stock market has often been
attributed with a fairly reliable proxy for benchmarking sentiment found in newspaper and
media television. Various searches in the field of Political Sentiment Analysis have concluded
the effect of one on the other with results from Roy[9] and Singh [10] both reaching similar
conclusions which were that the stock market doesn’t handle uncertainty well. From Roy’s
research it can be observed that in India after BJP won the election the stock market went
down as it was uncertain which party was coming into power where from Singh analysis [10] of
2019 General Election of India BJP again won the election, but this time the market had more
sure about this victory and the stock market went up. Although a proven method, reliable
data source to gauge individual states final performance was tough to find in the limited scope
of this study.

Another method was to use national elections as measure and use the sentiment expressed in
local elections to match it with. The circulation figures from the Audit Bureau of Circulation
show Hindi language newspapers covering the highest percentage of the market with almost
39% of total newspapers circulated in India. Circulation figures also show English newspapers
at 18% at par with other regional languages newspapers and almost 1/3rd of Hindi [11]. How-
ever according to Reuters report, Online news generally (56%), and social media specifically
(28%), have outpaced print (16%) as the main source of news among respondents under
35, whereas respondents over 35 still mix online and offline media to a greater extent [1].
In emerging Mobile-First markets like India digital lookups of English, newspapers are much
higher with more people accessing it digitally through smartphones, laptops and tablets which
subsequently leads to the much higher readership for English newspapers and therefore only
English newspaper was included for this study.

1.1.3 Overview of Indian Political Landscape

The politics of India works within the framework of the country’s constitution. India follows
the dual polity system, i.e. a double government (federal in nature) that consists of the
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central authority at the centre and states at the periphery. The constitution defines the
organisational powers and limitations of both central and state governments. Indian remains
one of the most diverse countries The two main parties in India are the Bharatiya Janata Party,
also known as the BJP, which is the leading right-wing party, and the Indian National Congress,
commonly called the INC or Congress, which is the leading centre-left leaning party. These
two parties currently dominate national politics, both adhering their policies loosely to their
places on the left-right political spectrum. At present, there are seven national parties and
fifty-one state parties and many more unrecognised parties. In Indian political eco-space, there
are three party alliances regularly aligning on a national level in competing for Government
positions. National Democratic Alliance (NDA) - Centre-Right coalition led by Bharatiya
Janata Party (BJP) which is headed by current Prime Minister of India, Mr Narander Modi,
United Progressive Alliance (UPA) - Centre-Left coalition led by Indian National Congress
which is headed by Mr Rahul Gandhi, and Third Front - A coalition of parties which do not
belong to any of the above camps. Despite the presence of this "Third front," and other
seeming alternatives for those seeking options outside the INC or BJP, Indian politics, by and
large, remains a de facto two-party system at the national level.

Major elections in the Republic of India include elections for Members of the Parliament in Lok
Sabha also Known as the General Election of India. To elect 545 members of the parliaments
or MP’s election is divided into seven phases and each state had their allocated number of
seats to be contested for Lok Sabha from that particular region, and another one to elect
Members of State Vidhan Sabha or Legislative Assembly (MLA) known as State Legislative
Assembly Elections held by all 29 states to form a government. Both the election requires any
single or coalition to prove a two-third majority to form a government. Elections take place
once every 5 years. The most recent 2019 General Election saw BJP-led National Democratic
Alliance (NDA) win 353 seats, further increasing its substantial majority over 2014 and form
the central government for a second consecutive time.

1.2 Research Objective

This research work specifically studies the news articles generated by Indian print media for
months leading up to the State Legislative Assembly Election and 2019 General Election held
in three different Indian states namely, Chhattisgarh, Punjab and Karnataka which served as
the three case studies to examine the veracity of hypothesis that the results of state election for
could be extrapolated to Indian General Election or not. The aim was to stream newspaper
articles collected from authentic and authoritative sources created during elections where
news flows remain the highest and create a statistical model to examine the electoral mood
or opinion. This aims to create framework thought which opinion polling could be achieved
using sentiment analysis. The research also further analyzes the negative sentiment expressed
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towards the political parties and examines whether any bias prevailed in the newspaper articles
published during the course of the election.

This was accomplished through the pursuit of four main objectives. The first was to analyse
text corpus collected from reputed sources specific to each state and to identify the presence
of sentiment and quantify it form a proxy variable time series. The second was to build
descriptive statistical analysis correlation analysis models for the political factor sentiment
time-series for both the state and the general election for every three case-studies. The third
is to apply these models on all case-studies and aid comparison and contract of results in all
the case-studies between the state and the general election. The final was to make notable
inference form the results found across different states and examine the truthfulness of the
hypothesis.

1.2.1 Overview of Case-Studies

To conduct this research revolving around Indian politics, as mentioned in section 1.1.3. India’s
two biggest political parties BJP and INC currently dominate national politics. They assert
regional dominance too and combined they also happen to rule in 19 of 29 states with BJP
governing 14 and INC 5 as of March 2020. To successfully compare the result of the state
elections in contrast with national election it was essential to select states with BJP and INC
as its centre of political war. For the purpose of the research four scenarios were identified
which would be included in the scope of this study. The selected states were also required to
fill the following criteria:

• The last ruling government for the state was either BJP or INC.

• The most recent state election (before 2019) was won by either BJP or INC

• Majority of Lok Sabha (or Parliamentary) seats in the 2019 General Election was either
won by INC or BJP from the chosen state.

From the list of states which fulfilled the criteria, they were divided into these 4 categories
which serve as our case studies:

1. Case Study 1: Where INC won the state election but BJP won the Majority of Parlia-
mentary seats in 2019 General Elections form the chosen state i.e. an observed change
in public sentiment away from INC. Chhattisgarh was chosen for this case which saw
INC winning the majority in 2018 State Assembly Election whereas BJP won 9 out of
11 seats from the state during the 2019 General Election.

2. Case Study 2: where INC won the majority in both the election and the public sentiment
remained unchanged. Punjab was chosen for this case where INC won the 2017 State
Assembly Elections and also a majority of 8 out of 13 seats during the 2019 General
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Elections.

3. Case Study 3: where BJP won a majority in both the election and the public sentiment
remained unchanged. Karnataka was chosen for this case as it won the 2018 State
Election and also a majority of 25 out 28 seats in 2019 General Election

4. Case Study 4: where BJP won the state election but INC won the Majority of Parlia-
mentary seats in 2019 General Elections form the chosen state i.e. an observed change
in public sentiment away from BJP. Interestingly, no state in India observed this phe-
nomenon.

The three selected states also geographically provided coverage of nationwide sentiment and
mood with Punjab from the North, Chhattisgarh from Central and Karnataka from the South
part of the country. This also allowed this study to encapsulate the behavioural difference
associated with different regions as part of this diverse nation.

1.3 Structure of the Thesis

The remainder of the thesis is structured as follows: The following chapter describes the
motivation behind this study. It is also concerned with a review of the methods and current
literature which is available at this time that have employed by previous studies in the field
of sentiment analysis and its application to print media new using statistical modelling in
Chapter 2. Next, Chapter 3 which provides a detailed description of the employed mythology
and the steps taken by this study throughout. It further outlines the implementation tools and
techniques used to conduct this study. The results obtained are then presented for each of the
three case studies observed during this project. Next, The results obtained are then presented
for each of three case studies observed during the project and discuss key finding from each
of them through different analytical models as mentioned in the previous chapter. Chapter 4
also offers an analysis of these results on a case by case basis and inferences deduced for each
one. To end, the final chapter provides a summarized conclusion and suggests future work in
Chapter 5.
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2 Motivation and Literature Review

2.1 Introduction

This chapter first presents a ‘Motivation’ section which talks about the motivation for carrying
this study and reason supporting the necessity of it. Next is the section called ‘Literature
Review’ detailed description of previous works that have been done in this field and the state
of the art already available in this field and how this research fits into it.

2.2 Motivation

With the development of the web and its offered services, a huge amount of data is generated
[3] and thus additional needs emerge to take benefit from this information thesaurus. Social
media platforms, including Facebook, Twitter, and Instagram, have become more ubiquitous.
They have had an increasing role in social movements, elections, and everyday life around the
world. Social science is well-positioned to explore the power and influence of social media
economically, politically, and socially [12]. As mentioned earlier, politics is heavily dependent
on electorate perception and opinion. Politics campaigns nowadays are so much more than
rallies, flyers and big adverts on the billboards.

With changing time, political parties and leaders have started to embrace the ‘Mobile-First’
generation. India is emerging as an overwhelmingly mobile-first, and for many mobile-only,
media market for internet use broadly, and for online news use specifically. According to a
Reuters report 68% of the people identify smartphones as their main device for online news [1].
Political leaders have been quick to realise this. The popular social media platform Twitter has
been evaluated as a space for political engagement by both voters and politicians. Political
leaders use it to reach out to a much wider audience and express their ideas and shape public
opinion. Narendra Modi during 2014 as well as 2019 Indian General Elections employed a
huge team of social network specialists. In the western countries, Donald Trump embraced it
too during his 2016 United State Presidential Campaign. In recent years a large number of
research has been conducted to study how political parties leverage Twitter during an election
to campaign [13] [12] [14] [15] [16]. The affect of social media on the outcome of the Indian

8



General Election of 2014 and 2019 has also been a special focus of many studies [17] [18] [19]
[20] [21] [22]. Several reports have cemented Indian position as one of emerging mobile-first
markets [1]. With one of the cheapest 4G tariffs in the world [23] and aggressive mobile
pricing over 550 million Indian have access to internet [24]. But, the print and television news
industry in India has continued to grow – though at a decreasing rate.

Figure 2.1 shows that the circulation of newspapers in India between 2015-16 and 2018-19
compared with other developed nation

Figure 2.1: Newspaper Circulation Growth Between 2015-16 & 2018-19

While around the world or at least in developed nations of the west, the newspaper industry
is facing imminent extinction as circulations are slumping and advertising revenue collapsing.
But not in India. Newspaper circulation has grown significantly in India, from 39.1 million
copies in 2006 to 62.8 million in 2016 – a 60% increase according to ABC [25]. With much of
the population still offline, hundreds of millions of Indians still turn to newspapers television
and radio as their main sources of news, with newspapers being the cheapest of the bunch.
Disinformation and fake news have emerged as a pressing issue in India. Rueter reports over
57% of online users are concerned about what is fake on the internet [1]. That said, In
countries such as India where newspapers remain the primary source of reliable information
for millions which encapsulates the sentiment of the entire country, the lack of focus on this
source of information remains the primary motive to choose print media articles for this study.
The most widely used online news sources (beyond platforms) are generally the websites of
leading legacy media including broadcasters and newspapers [1]. Therefore, for this study,
the legacy media publications selected as sources for news articles was shortlisted under the
criteria of publications with the highest circulation [11] and readership [2].

Although a huge number of research exists on the election and its effect on stock markets, oil
prices and many other sectors, None exist. The lack of research which has tried to analyze
the impact of the state election in India and its effect on the 2019 General Election using
the sentiment from print media has been a major motivation behind this study. Hence, this
study to analyze the sentiment captures during the state election gathered from authoritative
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sources and study the shift in behaviour, if one occurs in the sentiment expressed by the
dallied as we approach the GE 2019 and compare the two through the use of multiple case-
studies in multiple regions of the country to create a framework to digitally calculate the
opinion of people as expressed and through statistical modelling and correlation analysis of
the uni-variate sentiment proxy time series obtained from the sentiment analysis.

2.3 Literature Review

2.3.1 Data Retrieval

For the retrieval of textual print media data various data retrieval techniques have been
employed in the past by the researchers. These techniques can be broken down into three
broad categories. Web-scraping, application programming interface (API) offered data sources
and third-party services and database systems.

Kelly used the first approach for this study by using popular python frameworks “Scrapy” and
“Beautiful Soup” to gather media content through web scraping [26]. The data gathered is
often required to be preprocessed using suitable techniques to make it suitable for analysis.
Web-scraping is generally not the first choice due to reliability issues and also concerns over
legality and ethicality of this approach [27] and therefore is often only employed in cases where
data cannot be accessed using first-party API or third-party services.

A more suitable approach would be gathering data by using the APIs directly made available
to the public by the publications or information providers. Data retrieved using this approach
usually comes with a formatted coherent structure making it easier to work with. The prob-
lem with this approach is when the data is required to be collected from multiple sources,
contributing to added work. Also, several legacy media publications don’t provide API access
or have no API infrastructure, promoting the use of web scraping with added work.

The third and final approach suggests building a data corpus using third-party aggregator
services such as LexisNexis, Factiva, ProQuest, Acxiom and Westlaw etc. Each of these
services produces large amounts of data expanding across multiple sources and serve different
domains. Kelly, Zhao and Ahmad, Roy and Singh, all have conducted studies in the past
requiring data from multiple sources to perform sentiment analysis [28] [29] [9] [10]. All
the aforementioned studies have employed the services of LexisNexis which circumvents the
problems associated with other techniques when dealing with multiple sources. It also ensures
the authenticity of the data collected. These results encourage me to use LexisNexis to retrieve
data required for this study.
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2.3.2 Political Sentiment and Print Media

Political preferences of an individual are entirely based on one’s opinion. This bias can change
the way that person perceives news information daily. However, this preference can be heavily
influenced by news media and their coverage [30]. Harvard’s Lerner in a series of studies
explains how emotions can influence decision-making their choices in her research [31]. Many
psychologists have studied the relationship between various forms of emotional communication
and its effect on an individual’s judgement [32]. Iyengar in her book pointed to the impact
of news in framing the public’s preferential accountability for social, political and economic
issues [33].

As mentioned before, politics is a practice of influencing people at an individual level and in this,
all forms of media play a very important role as they often form opinions. Traditional media
sources such as radio, television and newspaper as well as various social media platforms cover
all kinds of political events. While social media platforms have gained significant traction,
newspapers accessed via physical copies and digital lookups through smartphones remains a
key figure in the spread of political news [1]

Newspapers usually embed writers’ bias and perspective in their articles but are largely con-
trolled by the organizations they work for. Although journalists are refrained from using clearly
positive or negative vocabulary. Studies observed that they resort to other means to express
their opinion by placing the statement in more complex discourse or omitting facts [34]
citebalahur2013sentiment. Reports in the UK suggest the “unashamedly partisan” nature of
multiple news publications [35]. Rueter reports of 2018 shows 51% of their respondents ex-
press concern over hyper-partisan content by Indian news publication [1]. That said, print
media plays a significant role in moulding the political sentiment of their readers.

In a highly politicised context, a country with a history of communal violence and characterised
by explosively growing access to news media and low trust in news, disinformation has emerged
as a pressing issue in India. Reuters reported that 57% of their respondents said they are
concerned about what is real and what is fake on the internet, a number comparable to levels
of concern in Turkey and the United States [1]. Growing numbers of cases have been sighted
where new contents internationally feed to their belief of a particular sector and lobbyist
to maximize financial gains from the commercialization of a viral news trend or through
advertisements [36].

One way of measuring the effect of newspaper coverage is to look at the voting intentions of
readers just before elections [35]. In most cases, it isn’t too much of a surprise. According to
an Ipsos/Mori poll in the UK, 65% of Telegraph readers said they would vote Tory in 2001
and 2005, while 67% of Mirror readers pledged to vote Labour in 2005. In the same year,
57% of Daily Mail readers said they intended to vote Tory while 22% promised to vote Labour
and 14% Lib Dem [37]. A similar study conducted by Brandenburg also found media bias [38]
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in the UK. He also stated Irish election of 2002 also witnessed negative sentiment projected
towards political figures by certain news publications [39]. Ahmad et al. also showed media
bias as well as gender bias in the Irish election of 2011 [40].

Indian General Election of 2014 and 2019 have also been of particular interest among the
scholars and private agencies alike. Many studies have examined the political orientation
associated with English newspapers leading up to the election. Padmaja et al., Barclay et al
and Roy [41] [42] [9] have all analysed the election using a print media and have been able to
predict the outcome of elections with a high level of accuracy. Singh also followed a similar
methodology to predict the Indian General Election of 2019 with success [10].

Although a vast amount of research has been conducted at national level politics in India
covering national sentiment, the effect on the financial market and more [29] [26] [10] [9].
None have given attention to the more granular level and the very important State Assembly
Election in the 29 States of India and question, could the results of one influence the results
of another? Are they correlated? Is the conclusion cause? The lack of research on the impact
of various state elections on the results of Indian General Election motivated me to study the
political orientation in newspapers from different regions of the country leading up to both
their respective state and national elections.

2.4 Sentiment Analysis

Sentiment Analysis is a process of computationally identifying and categorizing opinions ex-
pressed in a piece of text, especially in order to determine whether the writer’s attitude towards
a particular topic, product, etc., is positive, negative, or neutral as defined by the New Oxford
American Dictionary [43]. Also known as opinion mining or emotion artificial intelligence,
sentiment analysis refers to the use of techniques such as natural language processing (NLP),
text analysis and computational linguistics to systematically identify and categorize the senti-
ment expressed by the author and study affective states and analyze the subjective information
better. It is often used to capture opinion and sentiment of the public and media which plays
a very important role and can decisively shape bias or prejudice [5].
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Figure 2.2: Sentiment Analysis Classification Techniques

For the purpose of this study, sentiment analysis refers to the examination of print media,
intending to extract, identify and quantify the subjective content expressed by the media.
A vast number of sentiment classification techniques exist but all of them can be broadly
classified into two main categories: machine learning approach or lexicon-based approach.
Figure provides a hierarchical overview of the several techniques which fall under these two
approaches.

2.4.1 Machine Learning Approach

Machine Learning approach typically employs algorithms that often rely on supervised classifi-
cation approaches, requiring labelled data corpus to train classifiers algorithms which can learn
the affect of a specific term or text. The supervised techniques are applied mostly for recogniz-
ing the sentiment of complete documents. Mullen and Collier [44], Finn and Kushmerick[45],
Aua and Gamon [46], Pang and Lee [47] developed their classifier using a support vector
machine (SVM). Pang and Lee further extend their study and use a step-wise approach for
the classification of texts by using Naive Bayes classifier which was also employed by Tan
et al. [48] and Lewis [49]. Other researchers have chosen maximum entropy-based classifier
[50]. Ribeiro et al. take a more holistic approach by presenting a benchmark comparison of
twenty-four popular sentiment analysis methods [51]. Although Machine learning approach
produces good results, it heavily relies on the availability of pre-labelled data to train the
model and large volume of data to feed into the system for validation and testing which is
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difficult to get and therefore it is a major drawback for this approach.

2.4.2 Lexicon-Based Approach

The lexicon-based approach semantic orientation (SO) of the document is calculated by sum-
ming the semantic orientation of the words and phrases in the document[52]. The approach
is further broken down into two types: a corpus-based approach and a dictionary-based ap-
proach. The Corpus-based approach helps to solve the problem of finding opinion words with
context-specific orientations. Its methods depend on syntactic patterns or patterns that occur
together along with a seed list of opinion words to find other opinion words in a large corpus
[53]. It begins with a “seed list” of opinion words/phrases and calculated sentiment by search-
ing or other similar contextual words and phrases [54]. There are further two methods in the
corpus-based approach: Statistical Approach and Semantic approach. Using part-of-speech
(POS) patterns, statistical approach classifies the text by extracting the bigrams. PMI is
then calculated by using the polarity score for each bigram. Seed opinion words can be found
using statistical techniques. Semantic approach assigns similar sentiment values to seman-
tically close words. These Semantically close words can be obtained by getting the list of
sentiment words and iteratively expanding the initial set with synonyms and antonyms and
then determining the sentiment polarity for an unknown word by the relative count of posi-
tive and negative synonyms of this word [55]. Ortiz and Cruz used this approach to expand
a system initially designed for general language text into domain-specific sentiment analysis
system [56]. The study although showed promising results felt short as the seed list remained
static, but the specialization level of the corpus increased.

The dictionary-based approach involves using predefined dictionary words (including synonyms
and antonyms of a word) where each word is associated with a specific sentiment polarity
strength. The approach employs a ‘bag-of-words’ (BOG) model where the text is broken down
into single-words token or uni-grams maintaining a frequency count of each while removing
context [57]. The entries in the dictionaries are matched with the words from the text to
compute the sentiment. A General Enquiry Dictionary which is a combination of Harvard IV-
4 and Laswell dictionaries is generally used across the community to create a comprehensive
general English glossary to be used as a base dictionary for sentiment analysis [58]. SentiNet-
World [59] based on WordNet [60] is another popular choice developed by Esuli and Sebastian
[59].

Several studies create a custom domain-specific dictionaries in addition to a base directory
to take into account the degree of specialization involved in their work. This is to avoid the
misclassification of terms by using a generic dictionary. Ahmad at al. and Kelly employed
domain-specific dictionaries along with base general dictionaries in their studies in the domain
of finance [61] [26] [28] [29]. Roy investigated the Indian election of 2014 and its relation with
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the stock market by creating a domain-specific directory in addition to the general English
language dictionary [9].

2.4.3 Existing Sentiment Analysis Systems

Sentiment analysis has become an extremely popular tool, applied in several analytical do-
mains, especially on the Web and social media. Searches on Google for the query ‘Sentiment
Analysis’ has also seen steady growth over the last decade. In the last few years alone,
more than 7000 scientific papers have investigated sentiment analysis, several startups that
measure opinions on real data have emerged and a number of innovative products related to
this theme have been developed. Due to the enormous interest and applicability, there has
been a corresponding increase in the number of proposed sentiment analysis systems in the
last few years by both independent researchers and in commercial capacity alike. In 2014
Bloomberg added social sentiment analytics to its trading terminal[26]. Infotrie “FinSentS”
can scan millions of sources: websites, blogs, and business news publications in real-time
and analyse more than 50,000 stocks, topics, commodities people and other assets through
[27]. Lexalytics Semantria [28] is a paid tool that employs multilevel analysis of sentences
and is used by Thomson Reuters News Analytics which then have been used by a plethora of
studies[29] [30]

From a research perspective, several sentiment analysis systems also have been developed
for academic purposes. SentiWordNet [59] [62] is a tool used for construction of a lexical
resource for Opinion Mining based on WordNet [60] developed by Esuli and Sebastiani based
on a machine learning approach for classification. The tool groups adjectives, nouns, etc
and associates three polarity scores (positive, negative and neutral) for each one in synonym
sets (synsets). Linguistic Inquiry and Word Count ( LIWC )is a popular text analysis tool
to evaluate emotions, cognitive and structural components of a given text [63]. It utilizes a
glossary with words classified into categories such as health, education, leisure, anxiety etc.
LIWC updated its tool in 2015 with better performance. It is a paid tool with limited access
to students available for academic purposes.

The Sentiment Orientation Calculator (SO-CAL) [64] developed by Taboada et al. creates a
new lexicon with unigrams (adjectives, adverbs, noun, verbs) and multi-gram (intensifier and
phrasal verbs) hand ranked with a scale from positive five (strongly positive) to negative five
(strongly negative) [51]. Dictionaries can be created manually or automatically using seed
words to expand the list of words in the lexicon. Similar to SO-CAL, Valence Aware Dic-
tionary and Sentiment Reasoner (VADAR)[65] is a sentence-level sentiment analysis method.
It combines a lexicon and the processing of the sentence characteristics to determine a sen-
tence polarity. This rule-based approach makes use of a series of intensifiers, punctuation
transformation, emoticons, and many other heuristics [51]. VADER was created from a
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generalizable, valence-based, human-curated gold standard sentiment lexicon [51].VADAR is
becoming widely used, being even implemented as part of the well-known NLTK python library
[66].Sentiment140 [67], SASA [68], PANAS-t [69] and AFINN - a new ANEW [70], are few
other sentiment analysis method developed specifically for Twitter and opinion mining in the
platform.

Rocksteady is an affect analysis system developed at Trinity College Dublin by Ahmad and
Zemánková that also employs a dictionary-based approach combined with a ‘bag-of-words’
model for sentiment analysis [71]. The system allows the user to select any number of base
and domain-specific specialists dictionaries for the analysis process. It offers a library of general
language dictionaries as well as a few domains specific glossaries. Various studies have been
conducted in the past such by Ahmad et al., Zhao at al. and Kelly [26] [28] [29] making
use of rocksteady affect analysis capabilities. In the past, Ahmad et al. [], Gupta [], Roy [9]
and Singh [10] all have employed Rocksteady to study the impact of sentiment expressed in
newspapers on the financial market promoting the need for new specialised dictionaries along
with base English glossary. The results have been promising and are remarkably closer to real
observations [40].
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3 Method & Implementation

3.1 Introduction

This chapter gives a detailed discussion of the research carried out and the methods, tools and
technique used throughout the project. It aims to provide an overview of the steps taken from
the start of this study, until its completion. As outlined in Chapter 1, the scope of research
done is divided into three phases: the acquisition and curation of print media pieces (mainly
newspapers), extracting sentiment from the acquired data through Sentiment Analysis using
RockSteady affect analysis system and finally performing descriptive statistical analysis. Thus,
the first three sections of the chapter provide a comprehensive overview of the methodology
employed by each phase. The last two sections discuss the techniques used to visualize the
data and finally the implementation for this study.

During initial phases of study, the methodology also consisted to Figure 3.1. provides a high-
level flow chart presenting an overview of the developed system architecture of this framework,
delineating the methodology for this research.

3.2 Data Acquisition

To extract real-world sentiments expressed in the form of emotion and opinion, it was required
to create a data corpus of newspaper articles which were relevant to our areas of research.
Data corpus is a well-organised collection of linguistic data (text) which is representative with
regards to the research hypothesis [72]. The focus of this study was to look for physical print
media content published by leading and formal media outlets. An excess of news sources
exists with over 100,000 newspaper publication registered with Registrar of Newspapers for
India as of 2018 [73], and hence appropriate attention was given to ensure that the collected
sample would serve as an accurate representation of people sentiment available as expressed
in the news articles and widely available to the public and market.

The data were collected from a few months before and after a State Assembly Elections
and Indian General election 2019 from the selected state/territory according to different case
studies.
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Figure 3.1: A high-level flow chart of the methodology used in the study

In India, print media publishes content in over 50+ language with Hindi taking the largest
share in the market with 39% followed by English at 18% and so on [11]. Even with Hindi
being more popular out of two, the study focuses only on English newspapers as I had access
to no credible and authentic source which would have allowed me to acquire Hindi news
articles. Therefore, the top selling and highly circulated English Indian newspaper publication
were identified as reported by the Audit Bureau of Circulation (ABC) [11]. Table 3.1 shows
the names of the top English newspaper in India by circulation.
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Table 3.1: Daily circulation figures of top English newspaper publication in India

Sr. No Publication Daily Figures

1 The Times of India 2,640,770
2 The Hindu 1,404,901
3 Hindustan Times 945,221
4 The Indian express 495,618
5 The Telegraph 401,083

The study decided to use the Lexis Nexis News & Business online service to gather news
articles as done similarly in the past by Kelly, Zhao, Ahmad, Roy and Singh [26][28][9][10].
The research was only concerned with articles which had information related to elections in
different states as and when they took place and therefore the downloaded newspaper articles
were refined by searching for query term(s) which would appear only in a particular context.
Lexis Nexis also provides narrowing the search by providing a number of available criteria:
such as anywhere in the text body, in the headline, in the name of the company, at the start,
a high similarity with three or more mentions, low similarity or none.

Table 3.2 presents the query terms and search criteria which were used by different case studies
for collecting the data using Lexis Nexis News & Business.

Table 3.2: Lexis Nexis Query terms and Search Criteria

Case Study Query Term Search Criteria

1 Election AND Chhattisgarh High Similarity,
2 Election AND Punjab i.e. 3 or more mentions in
3 Election AND Karnataka the text body or in the headline

3.3 Data Preprocessing & Curation

Once the data was acquired, it was pre-processed to convert from downloaded Rich text
format (.rtf) to format which was compatible with Sentiment Analysis system, Rocksteady
used by this study. It was done using Python script and standard text file template (available
at appendix) (.txt) which would parse all the collection of document present in a directory
and process it into a single text file in a compatible format.

Data curation is the active and ongoing management of data through its life cycle of interest
and usefulness [74]. It is processes of collecting data from diverse sources and integrating it
into repositories that are many more times more valuable than the independent parts. Digital
curation involves maintaining, preserving and adding value to digital research data throughout
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its lifecycle. Data curation not only means creation, management, and maintaining of data,
but may also be involved in determining best practices for working with that data. Data
curation often involved presenting data in a visual format such as a chart, dashboard or
report. The principal objective of data curation is three folds: Preserving: Collecting and
taking care of research data, Sharing: Revealing data’s potential across domains, Discovering:
Promoting the re-use and new combinations of data. It is to facilitate future research which
could retrieve and reuse the existing data from the present repositories.

3.4 Text Analysis

After data collection and preprocessing, the next phase was to recognise, quantify, and then
begin extracting sentiment from the news articles for each of the three case studies. Previous
work in this field, as mentioned in the literature review, Ahmad et al. [61], Kelly [26], Roy
[9]), Singh [10] and Tetlock [75] are few of the names who focused largely on the negative
sentiment attached to the news articles.

As discussed earlier in the literature review (Chapter 2), there are multiple approaches in which
one can lean into, to perform sentiment analysis on a given data corpus. For this study, a
lexicon-based combined with bag-of-word (BOW) text categorization method used. Lexicon
based approach has the advantage of avoiding the hard-working step of labelling training
data. Moreover, several standard lexicons have been developed by the influential research
in the past which have also been made publicly available for use covering a wide range of
sentiments attached to the varying context. Figure ?? is a flow diagram which given an
overview of the Natural Language processing techniques employed by the Rocksteady system
which are explained further in subsection 3.4.2

3.4.1 Sentiment Analysis using Rocksteady

Rocksteady affect analysis system, developed at Trinity College Dublin by Ahmad and Zemánková
[71] was used for performing sentiment analysis on the collected data corpus. The system
calculates an affect score for a text corpus, to facilitate analysis of the sentiment inherent
to that text corpus using a bag-of-words (BOW) model with combination with vector space
model [76]. The program analyzes a user-provided corpus of texts and quantifies the level
of sentiment present across it in time series manner as used by Ahmad et al., Zhao et al,
Kelly, Das and Singh [61] [26] [9]) [10] [75]. The program provides flexibility to the user by
providing a plethora of functionality and options such as the ability to group articles in several
ways (e.g. by source, by year, by month, by week, by day, etc.), date range filters, the option
to exclude duplicated news articles using string comparison techniques.

Data was aggregated using multiple grouping options such as by day, by month and by
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Figure 3.2: A high-level flow chart NLP techniques used by the Rocksteady

the source to compute three different kinds of statistical time-series analysis on each of
them.

Rocksteady uses a BOW model where a document gets a representation as a vector or “bag”
of words in Euclidean space where each word is independent of others. This bag of individual
words is commonly called a collection of unigrams or a token. The independence of unigrams
means that the appearance of one unigram in the text will not influence the appearance of
any other unigram [76]. Rocksteady discards the context, the definite ordering of terms while
it maintains a word frequencies count.

Sentiment in any given text is calculated by matching the unigrams or token against a pre-
determined dictionary of affect-laden words. A term frequency-inverse document frequency
(tf-idf or TF-IDF) score, which is a numerical statistic that is intended to reflect how impor-
tant a word is to a document in a collection or corpus is used to maintain a final affect score
of the document.
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Table 3.3 and 3.4 shows an example of how the system uses this aforementioned technique
to calculate the level of negative sentiment present in a sample text. A frequency count is
maintained for the broken unigrams or word token (Table 3.3). The work tokens are then
matched against a glossary of terms carrying negative implication and then a simple calculation
tells us the percentage of total terms in the text which is considered to exhibit a negative
sentiment which effectively is the negative sentiment % score for that text (Table 3.4).

Table 3.3: Bag-of-word Representation

Terms Frequency

Sensex 1
dips 1

sharply 1
down 1
91 1

points 1

Total 6

Sample Text: “Sensex dips sharply, down 91 points.”

Table 3.4: Calculation of Negative Sentiment Score

Glossary hits for Negative Sentiment 2
Total Number of Terms 6
Negative Sentiment % Score 33.33%

Note: sample text is an excerpt from a June 3rd 2009 article in the Hindustan Time

3.4.2 Natural Language Processing

Tokenization or Bag-of-Words Creation

The incoming string is broken into tokens or a bag-of-words known as tokenization: which
are un-ordered collections of words and other elements in that document. It is called a “bag”
of words because any information about the order or structure of words in the document is
discarded and contains no context [77]. The model is only concerned with whether known
words occur in the document, not wherein the document and it is maintained by keeping a
frequency count of each term. As the vocabulary size increases, so does the vector represen-
tation of documents. For a very large corpus, such as thousands of books, that the length of
the vector might be thousands or millions of positions. Further, each document may contain
very few of the known words in the vocabulary.

This results in a vector with lots of zero scores called a sparse vector or sparse representation.
Sparse vectors require more memory and computational resources when modelling and the vast
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number of positions or dimensions can make the modelling process very challenging. Also, all
words present are not significant and therefore require some form for pre-processing to reduce
the noise and before sentiment can be extracted.To decrease the size of the vocabulary when
using a bag-of-words model. There are simple text cleaning techniques that can be used as a
first step:

• Lowering the Case: All the token are converted to lower-case

• Stemming & Lemmatization:
For grammatical reasons, documents are going to use different forms of a word, such
as organize, organizes, and organizing. Additionally, there are families of derivationally
related words with similar meanings, such as democracy, democratic, and democratiza-
tion. In many situations, it seems as if it would be useful for a search for one of these
words to return documents that contain another word in the set.

The goal of both stemming and lemmatization is to reduce inflectional forms and some-
times derivationally related forms of a word to a common base form. For instance:
am, are, is –> be
car, cars, car’s, cars’–> car

The result of this mapping of text will be something like:
the boy’s cars are different colors –>
the boy car be differ color
However, the two words differ in their flavor

Stemming: Stemming refers to a crude heuristic process that chops off the ends of
words in the hope of achieving this goal correctly most of the time, and often includes
the removal of derivational affixes [78]. Rocksteady uses Porter Stemmer to stem all
words.

Lemmatization: Lemmatization refers to doing things properly with the use of a
vocabulary and morphological analysis of words, normally aiming to remove inflectional
endings only and to return the base or dictionary form of a word, which is known as the
lemma [78].

Once these pro-processing steps are finished, the corpus is passed on to the vector space
mode.

Vector Space Model (VSM) The Vector Space Model (VSM) is based on the notion of
similarity. The model assumes that the relevance of a document to query is roughly equal to
the document-query similarity. Both the documents and queries are represented using the bag-
of-words model. For a document collection, we first determine a set of terms (i.e., vocabulary)
and order the terms. Next, documents are represented as n-dimensional vectors, where each
dimension corresponds to a term. Terms are weighted using tf-idf or BM25 method [79].
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Rocksteady uses term frequency-inverse document frequency (tf-idf or TF-IDF) as a scoring
mechanism.

Calculating TF-IDF

A problem with scoring word frequency is that highly frequent words start to dominate in the
document (e.g. larger score), but may not contain as much “informational content” to the
model as rarer but perhaps domain-specific words.
One approach is to rescale the frequency of words by how often they appear in all documents
so that the scores for frequent words like “the” that are also frequent across all documents are
penalized. This approach to scoring is called Term Frequency – Inverse Document Frequency,
or TF-IDF for short, where:

• TF, Term Frequency: is a scoring of the frequency of the word in the current document.
It measures how frequently a term occurs in a document. Since every document is
different in length, it is possible that a term would appear much more often in long
documents than shorter ones. Thus, the term frequency is often divided by the document
length (aka. the total number of terms in the document) as a way of normalization
[80]:

TF(t) = (Number of times term t appears in a document) / (Total number of terms in
the document).

• IDF, Inverse Document Frequency: is a scoring of how rare the word is across documents.
It measures how important a term is. While computing TF, all terms are considered
equally important. However, it is known that certain terms, such as "is", "of", and
"that", may appear a lot of times but have little importance. Thus we need to weigh
down the frequent terms while scaling up the rare ones, by computing the following
[80]:

IDF(t) = log_e(Total number of documents / Number of documents with term t in it).

Combining the definitions of term frequency and inverse document frequency, to produce a
composite weight for each term in each document. The tf-idf weighting scheme assigns to
term t a weight in document d given by:
Equation,
tf-idf weight of a term is obtained by a product of tf and idf as shown in the equation above.
The higher the TF*IDF score (weight), the rarer the term and vice versa. It is lowest when
the term occurs in virtually all documents.

Rocksteady facilitates the use of single or multiple dictionaries at the same time. They
are divided into two categories: base dictionaries and specialist (domain) dictionaries. Base
dictionaries consist of general terms which can be used in multiple contexts while the specialist
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(domain) dictionary contains domain-specific terms which are relevant to that particular study.
If there is conflict and a term exists in both the glossaries, the terms take on the attributes
defined in the specialist dictionary.
A General English language dictionary was selected as a base dictionary. For the purpose of
this study, an Indian General Election 2019 domain-specific dictionary was created and coupled
with the base one.

3.4.3 Domain-Specific Dictionary Creation

A comprehensive list of terms associated with the expression of sentiment was already included
in the general English language base dictionary used for this study. The principal objective
of creating a new domain-specific dictionary was to ensure that terms and certain phrases
which are normally affiliated with one kind of sentiment in general language, would take on an
entirely different connotation in the area of this study and would prompt the misclassification
of terms in the sentiment analysis process. For instance, the phrase “the restaurant is will close
down next month” is often linked with a negative sentiment, with the word “close” expressing
the negative sentiment in this sentence, where in the world of wall street and finance, “close
price of stock” it simply refers to the price of the stock at the closing bell in a given day. To
avoid such misclassification, and in the reach of this study, a new domain-specific glossary
was constructed covering all political features specific to the Indian General Election of 2019.
Political features such as names of political parties(national and regional), political leader,
slogans were incorporated in the dictionary.

Assembling a list of political parties and leaders was relatively easier and was collected by
querying from DBpedia [81] which allows users to semantically query relationships and prop-
erties of Wikipedia resources and extract its structured information repositories. While the
campaign slogan was not, As it was not available in any structured form and therefore was done
by scraping through numerous website and digital media publications and manually collecting
and storing them in our CSV files format.

Table 3.5 shows the structure of the specialist dictionary created for this study. Every political
term was mapped to their relevant associated feature, forming a i x j matrix. For example,
“Narender Modi” who is the current prime minister and party leader of BJP will be mapped
to features such as BJP which is a feature in this dictionary and “PolitLead” which identifies
that he is a political leader.
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Table 3.5: Mapping structure for Domain specific glossary

Term Entry Feature 1 Feature 2 Feature 3 ... Feature n

Term 1 Feature 1 Feature 2 ...
Term 2 ... ... Feature 3 ...

... ... ...
Term i ... Feature 3 ... Feature j

The numbers against each of the features indicated the frequency of the appearance of words
mapped to that feature. Using these numbers, the tf-idf scores are calculated for all data cor-
pus corresponding to three chosen states and exported as a time-series data-set that included
the affect scores.

3.5 Statistical Analysis

Time-series is collection of observations xt, each one being recorded at time t. Time series
analysis is a statistical technique that deals with time-series data, or trend analysis. Time
series data means that data is in a series of particular time period or intervals. Once we have
obtained the required time-series from the Rocksteady affect analysis system, time-series can
now be analysed using typical statistical techniques as described in this section. To have a
better insight and understanding of the features of the dataset and summarize it, descriptive
statistics were calculated for different time-series.

To check for any possible connection between the variables and the strength of those rela-
tionships, Correlation analysis was performed. These are further described in the following
subsection below.

3.5.1 Descriptive Statistics

Descriptive statistics involves summarizing and organizing the data so they can be easily
understood. Descriptive statistics, unlike inferential statistics, seeks to describe the data, but
does not attempt to make inferences from the sample to the whole population. Here, we
typically describe the data in a sample. This generally means that descriptive statistics, unlike
inferential statistics, is not developed on the basis of probability theory [82].

Descriptive statistics involves summarizing and organizing the data so they can be easily
understood. Descriptive statistics, unlike inferential statistics, seeks to describe the data but
does not attempt to make inferences from the sample to the whole population. Here, we
typically describe the data in a sample. This generally means that descriptive statistics, unlike
inferential statistics, is not developed on the basis of probability theory. Descriptive statistics
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are broken down into two categories. Measures of central tendency and measures of variability
(spread).

Measure of Central Tendency Central tendency refers to the idea that there is one number
that best summarizes the entire set of measurements, a number that is in some way “central”
to the set. These include mean/average, median and mode [82].

Measure of Spread / Dispersion Measure of Spread refers to the idea of variability within
your data. It includes the standard deviation, variance, range, percentile, kurtosis, skewness
and more [82].

Outlined below are few of the more sophisticated statistical measures and techniques which
were used in the study. Some more basic concepts have been listed in Appendix A1.1 for
reference.

Skewness Skewness, in statistics, is the degree of distortion or asymmetry from the symmet-
rical bell curve in a probability distribution..Distributions can exhibit right (positive) skewness
or left (negative) skewness to varying degrees. Besides positive and negative skew, distri-
butions can also be said to have zero or undefined skew. In a perfect normal distribution,
the tails on either side of the curve are exact mirror images of each other. Skewness can be
quantified as a representation of the extent to which a given distribution varies from a normal
distribution.

Figure 3.3: Skewness

When a distribution is skewed to the left, the tail on the curve’s left-hand side is longer than
the tail on the right-hand side, and the mean is less than the mode. This situation is also
called negative skewness.

When a distribution is skewed to the right, the tail on the curve’s right-hand side is longer
than the tail on the left-hand side, and the mean is greater than the mode. This situation is
also called positive skewness.

Skewness is considered a significant metric as it considers the extremes of the data set rather
than focusing solely on the average
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Kurtosis kurtosis is a statistical measure that is used to describe the distribution. It’s about
the existence of outliers. kurtosis measures extreme values in either tail. Distributions with
large kurtosis exhibit heavy-tailed (profusion of outliers) data exceeding the tails of the normal
distribution. Distributions with low kurtosis exhibit light-tailed (lack of outliers) data that
are generally less extreme than the tails of the normal distribution. Kurtosis is sometimes
confused with a measure of the peakedness of a distribution. However, kurtosis is a measure
that describes the shape of a distribution’s tails in relation to its overall shape. A distribution
can be infinitely peaked with low kurtosis, and a distribution can be perfectly flat-topped with
infinite kurtosis. Thus, kurtosis measures “tailedness,” not “peakedness.”

The main difference between skewness and kurtosis is that the skewness refers to the de-
gree of symmetry, whereas the kurtosis refers to the degree of presence of outliers in the
distribution.

3.5.2 Correlation Analysis

Correlation is a statistical technique that measures the degree to which two variables move in
relation to each other. It can show whether and how strongly pairs of variables are related.
Correlation measures association, but does not tell you if x causes y or vice versa, or if the
association is caused by some third (perhaps unseen) factor. It is computed as the correlation
coefficient (r), which has a value that must fall between -1.0 and +1.0. A correlation of
-1.0 shows a perfect negative correlation, while a correlation of 1.0 shows a perfect positive
correlation. A correlation of 0.0 shows no linear relationship between the movement of the two
variables. Values of r between 0 and 1 reflect a partial correlation, which can be significant or
not [83]. A positive correlation is a relationship between two variables in which both variables
move in tandem—that is, in the same direction [84]. A negative correlation is a relationship
between two variables in which one variable increases as the other decreases, and vice versa
[85].

Correlation analysis is a statistical method used to evaluate the strength of the relationship
between two quantitative variables. A high correlation means that two or more variables have
a strong relationship with each other [86]. For the purpose of this study, all the correlation
coefficients are multiplied by 100 and presented as a percentage for better visualization and
understanding. Therefore, the (r) lies between -100% to 100%.

However, "Correlation does not imply Causation". It statistics it refers to the inability to
legitimately deduce a cause-and-effect relationship between two variables solely on the basis of
an observed association or correlation between them [87]. It means that correlations should be
investigated to determine a cause. However, correlations should not be interpreted as evidence
of one variable causing a change in another variable. Complex business environments often
present many complex causes and related data with variable correlations lacking causation.

28



For example, an increase in consumer spending and revenue may occur at the same time
as positive media coverage, but it may have a different cause, such as movement into a
new emerging market [88]. Correlations between two things can be caused by a third factor
that affects both of them called "Confounder" [89]. So the less the information we have
the more we are forced to observe correlations. Similarly, the more information we have the
more transparent things will become and the more we will be able to see the actual casual
relationships [90].

3.6 Data Visualization

3.6.1 Microsoft Excel

Microsoft Excel is a spreadsheet program developed by Microsoft that is used to record and
analyse numerical data. It features calculation, graphing tools, pivot tables, and a macro
programming language called Visual Basic for Applications. Excel supports charts, graphs, or
histograms generated from specified groups of cells. The generated graphic component can
either be embedded within the current sheet or added as a separate object. These displays
are dynamically updated if the content of cells changes [91].

Microsoft Excel has more DataViz capabilities than people may realize. The time-series
obtained was exported to CSV file format and used using Excel. It was used as the main
visualization tool for the purpose of this entire research. Additional features are available
using add-ins. For example, Analysis ToolPak, It Provides data analysis tools for statistical
and engineering analysis. It was used to find the correlation coefficient and further create
heatmap out if it. A heat-map is a graphical representation of data where values are depicted
by multiple colors. Visualizing complex data using heatmap makes it easy to understand it at
a glace.

3.7 Implementation

3.7.1 LexisNexis News & Business

LexisNexis is a corporation providing computer-assisted legal research (CALR) as well as
business research and risk management services. During the 1970s, LexisNexis pioneered the
electronic accessibility of legal and journalistic documents. As of 2006, the company had the
world’s largest electronic database for legal and public-records related information [92].

More specifically, LexisNexis News & Business service was used to download the electronic
version of newspaper articles to be used in this study for extracting sentiment. It is an
authoritative and recommend research tool For news, companies and markets Insights, multiple
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legal practice areas, and Business and Science biographies by. LexisNexis News & Business
can be accessed using TCD credential provided to students for accessing other Trinity college
student portals and other services. l or by accessing it from anywhere in the college campus
which then uses network IP to auto-login the user. Figure 3.4 shows the user interface of the
LexisNexis tool. It provides multiple filtering and query criteria to choose from.

Figure 3.4: LexisNexis News & Business user interface

The user needs to specify the query terms(s) and can join terms using AND, OR, WITHOUT
etc. operators and make them more relevant to the study. Table 3.2 lists the query terms
used for this study for different case studies. The search box is located at the top of the
page. Several filtering options such as date range and publication type, location, language
etc. can be used to make our search more refined. When viewing news results, it provides the
option to choose whether you want to use similarity analysis to process your search results.
Similarity analysis analyzes a results list, identifies news stories that have similar content, and
groups the similar news articles together. It was set to High similarity where news articles
must be nearly identical for the service to include them in the same group of similar articles.
Due to service restrictions, it was only possible to select and download a maximum of 100
hundred articles at any given time from the Lexis Nexis tool. While downloading, LexisNexis
also providing various formatting option such as bold, italics, etc. and file type option such
as pdf, RTF etc. The files collected this study were downloaded in Rich text format (.rtf) file
format with all formation removed form it.
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3.7.2 Python

Python is an interpreted, high-level, general-purpose programming language. Its language
constructs and object-oriented approach aim to help programmers write clear, logical code for
small and large-scale projects. It supports structured programming, object-oriented program-
ming as well as the functional programming language and others. Python’s unique attribute
and is easy to use when it comes to quantitative and analytical computing.

The downloaded RTF files were not compatible with the Rocksteady analysis system. It was
because in February 2020, LexisNexis transitioned its database services to the Amazon Web
Services cloud architecture and shut down its legacy mainframes and servers and therefore
few structural changes were made to the database.

To make it compatible with Rocksteady, Every downloaded RTF document was passed and
processed to be converted into a proper format using a template text (.txt) file which was cre-
ated specifically for this conversion process. The structure of the template has been included
for reference in Appendix A1.2.

The final processed file which consists of all documented in the precise format and was then
concatenated, thus creating a single corpus file containing all the news articles, from all
selected sources.

3.7.3 Rocksteady

Rocksteady is an affect analysis system developed at Trinity College Dublin by Ahmad and
Zemánková [71] was used to calculate the affect score of a data corpus as described in detail in
subsection 3.4.1. The system uses a General English language base dictionary and allows the
user to import a custom domain specific dictionary as mentioned in subsection 3.4.3 Figure
3.5 here shows the Dictionary selector dialog box which is promoted the first time program
runs.
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Figure 3.5: Rocksteady Dictionary Selector

The selector provides an option to select multiple dictionaries using an option such as AND,
OR or if only single then NO MORE. Once the dictionary preferences are saved. Figure 3.6
shows the user interface of the Rocksteady program.
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Figure 3.6: Rocksteady’s user interface

The program offers numerous option and features including group article by options, date
filter, string matching to remove duplicate articles, output’s scoring option and generating
daily data graphs from extracted sentiment features. The flexible nature of the program then
allows the user to export the extracted sentiment in various file format. For the purpose of
this study, all the output data was exported to CSV file format which could then be used to
perform statistical analysis on the data and visualize it.
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4 Results & Discussion

4.1 Introduction

This chapter provides a comprehensive overview on the three different case studies which was
chosen for this study which focused on three different Indian states namely, Chhattisgarh,
Punjab and Karnataka and discusses the results and outcomes from different phases of work
using the methodologies outlined in the previous chapter (3). Table 4.1 lists some of the
facts which would be essential to comprehend the different case-studies and the results and
discussion which follow them.

Table 4.1: Fact and useful information required for case studies

Winner of 2019 Indian General Election (GE) BJP
Prime Minister of India Narendra Modi
Bharatiya Janata Party (the ruling Party) BJP
Indian National Congress (the opposition party) INC
Winner of 2018 Chhattisgarh Legislative Assembly election INC
Winner of Majority Seats in Chhattisgarh during GE 2019 BJP
Winner of 2017 Punjab Legislative Assembly election INC
Winner of Majority Seats in Punjab during GE 2019 INC
Winner of 2018 Karnataka Legislative Assembly election BJP
Winner of Majority Seats in Karnataka during GE 2019 BJP

The first section described the data acquired which was used in this study. The section
covers ‘Sentiment Analysis’ using Rocksteady on the collected data corpus which is further
divided into three subsections for each of the case studies, each comprising of ‘Negative
Sentiment Overview’, ‘Descriptive Statistical Analysis’, ‘Correlation Analysis’, ‘Newspaper
Polarity Analysis’ with a comparison and contrast between the Assembly Election and Indian
General Election help in that chosen territory (or state). Also, not all of the results were
striking or significant as is to be expected with this type of analysis. Therefore there will be
a significant focus on the more meaningful results in this section and few others are present
at Appendix for more insight if required.
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4.2 Data Acquisition

This section offers an overview of the accumulated text corpus of Indian newspaper articles
from three different states for a time period of 3 months before and 3 months after the
Assembly Elections and General Election in the respective regions and reflects the approach
taken for retrieval.

4.2.1 Text corpus of news articles

Amongst the top English newspaper in the country, these five English newspapers (Table
3.1 were selected from which the newspaper articles were collected to address different case
studies. These newspapers were chosen using the newspaper circulation data from the Audit
Bureau of Circulation (ABC) [11] for Indian English newspapers and in conjecture with INDIAN
READERSHIP SURVEY 2019 Q1 [2] conducted by Media Research Users Council (MRUC)
[93]. Figure 4.1 shows the year-wise circulation figures of each publication.

Figure 4.1: Circulation figure for top five Indian English Newspaper

Table 4.2 shows the newspaper with most readership according to the Indian Readership
Survey (IRS) [2]. For daily circulation figures, refer to Table 3.1 in section 3.2.
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Table 4.2: Top Six most read English Dailies in India (Fig in 000’s)

Name of Publication IRS 2017 IRS 2019 Q1

The Times of India 13045 15236
Hindustan Times 6847 7675
The Hindu English 5300 6226
The Economic Times 3103 3701
Mumbai Mirror 1813 2165
The Indian Express 1599 1855

A quick glance at both the table and the chart above clearly asserts the dominance of Time
of India (TOI) over all other English Dailies in terms of both circulation and readership.
India of readership number, circulation figures were chosen as the criteria for newspaper
selection because a bigger circulation number would suggest a higher reach and wider audience
and subsequently larger readership, whereas if readership numbers are considered, it might
also be due to the popularity of a certain publication in a higher population density region.
For instance, According to IRS Report Q1 2019 [2]. Mumbai Mirror and Economic Time
both ranked higher than Indian Express and The Telegraph, but circulation figures suggested
otherwise. It can be inferred from the fact that Mumbai Mirror is a compact newspaper
available in the city of Mumbai, Maharashtra with an estimated population of over 24 Million
and thus higher readership, but it does capture the sentiment of other states and nation as a
whole and thus was excluded.
Another noticeable discrepancy is the exclusion of Economic Times from the selected list of
publications for this study, even though it was top 5 in both circulation and readership rankings.
This particular decision was taken as it is a business newspaper and its main content is based
on the Indian economy, international finance, share prices, prices of commodities as well as
other matters related to finance. They cover general new items too but they are far less in
comparison. Instead, the next most popular news publication is chosen, The Indian Express,
with 6th largest reader accordion to IRS 2019 Q1 [2].

The retrieval of news articles for the individual state’s corpus of text data was performed
by using the Lexis Nexis News & Business aggregation service as mentioned in subsection
3.7.1 (chapter 3). The news publications source were selected based on circulation (figure
4.1). The query term used to search and gather the text articles pertaining to each of the
three states was the term “Election” followed by “AND” (footer, 2 or more words anywhere in
the document) operator and “Name of the state”, requiring the database to look for articles
containing both. Additionally, the query criteria also restricted to search for articles with
major mentions and remove duplicate with High Similarity option (recall Table 3.2)

Table 4.3 shows the breakdown of the articles obtained from each publication across the three
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states during their State Assembly Election respectively and Table 4.4 articles retrieved during
the General Election 2019 focusing on three individual states.

Table 4.3: Breakdown of Articles as retried by publication during Assembly State Election

Chhattisgarh Punjab Karnataka
Name Count Name Count Name Count

The Times of India 631 The Times of India 1153 The Times of India 1529
Hindustan Times 827 Hindustan Times 1960 Hindustan Times 1103
The Hindu 3 The Hindu 16 The Hindu 12
The Indian Express 424 The Indian Express 828 The Indian Express 739
The Telegraph 187 The Telegraph 105 The Telegraph 324

Table 4.4: Breakdown of Articles as retried by publication during General Election 2019

Chhattisgarh Punjab Karnataka
Name Count Name Count Name Count

The Times of India 267 The Times of India 1076 The Times of India 645
Hindustan Times 352 Hindustan Times 943 Hindustan Times 561
The Hindu 19 The Hindu 54 The Hindu 131
The Indian Express 154 The Indian Express 462 The Indian Express 240
The Telegraph 43 The Telegraph 67 The Telegraph 88

4.2.2 Domain specific glossary creation

A new specialised domain-specific dictionary covering all political features specific to Indian
General Election and three state election was created for use in combination with base English
General Dictionary for sentiment Analysis using Rocksteady as specific in detail in section
3.4.3. The “Indian Election” glossary created by Roy [9] and used by Singh [10] was used as a
foundation and was modified to include the names of political leaders, slogan, regional parties
and more for better sentiment extraction and avoid any misclassification due to the state level
political terms. Table A1.1 in Appendix A1.4 provides the breakdown of the number of political
terms added to the new glossary which were mapped to the various political features.

4.3 Sentiment Analysis

The Rocksteady effect analysis system (recall 3.4.1) was used to perform sentiment analysis
on each of the region-specific corpora gathered. The specialised domain-specific dictionary
mentioned in the previous section (4.2.2) in conjunction with a base General English dictionary
was used for sentiment classification and calculating affect score as mentioned in 3.7.3 (chapter
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3). Imported articles were grouped by day and proxy time series for the negative sentiment
was obtained for each of three case studies, the results of which are discussed in detail in the
following subsection.

4.3.1 Case Study: Chhattisgarh

This case study deals with a Central-Indian state of Chhattisgarh, which saw INC, the ruling
party of the state as of 2018 State Assembly Election, lost majority of Parliamentary seats
to the opposition party BJP in General Election of 2019. This saw a shift for INC, from a
majority in the state assembly to minority in General election.

4.3.1.A Descriptive Statistical Analysis

i) Negative Sentiments

Figure 4.2 shows a proxy effect time series for negative sentiment during Chhattisgarh State
Election from a period of 1st August 2018 to 28th February 2018 and Figure 4.3 shows the
same for General Elections 2019 from 1st March 2019 to 31st August 2019.

Figure 4.2: CG: Negative Sentiment Affect Time Series (State Elections)
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Figure 4.3: CG: Negative Sentiment Affect Time Series (General Elections)

It can be observed in Figure 4.2 that the negative sentiment is almost constant throughout
with few outliers whereas in Figure 4.3 it the same but there is drop is negative sentiment
post (May 2019) completion of the election. Table 4.5 presents the Descriptive statistic for
Negative Sentiment expressed in newspaper articles during both State Assembly Election and
General Election held in Chhattisgarh.

Descriptive Statistics Negative Sentiment during Negative Sentiment during
2018 State Election 2019 General Election

Minimum 0 0
Maximum 4.62 4.24
Range 4.62 4.24
Mean 1.84 1.93
Standard Deviation (σ) 0.55 0.72
Kurtosis 3.54 0.72
Skewness 0.59 0.28

Table 4.5: Descriptive statistics of Negative Sentiment expressed in newspapers from Chhat-
tisgarh

The skewness value of 0.59 and 0.28 indicate that the distribution was symmetrical for both
state and general elections respectively. With a Kurtosis of 3.54 during State Elections indi-
cated that during some days there was a higher negative sentiment expressed in the newspaper.
It can be attributed to the fact that during election political party often projects the rival in a
negative light. With a higher mean of 1.93, during GE 2019 as compared to 1.84 during State
Elections indicate a rise in the negative sentiment expressed in the article during later.
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The descriptive statistical analysis for Positive sentiment shows a higher mean attached to
positive sentiment. Figure A1.1 in Appendix A1.3 showcase the comparison. From the com-
parison it is evident that the newspaper articles had a higher positive sentiment attached
to them. This can be attributed to the fact that in general day to day communicate, the
underlying tone is considered to be more positive than negative and hence higher positive
sentiment.

ii) Political Features

The Descriptive Statistics for a few of the essential political features which were extracted
using Rocksteady for both Chhattisgarh State Assembly Election listed in Table 4.6 and
General Election in Table 4.7 are presented below. Although the number of political features
extracted was much larger as listed in Appendix A1.4 Table A1.1, only a few key ones are
discussed here. The following selected features are Number of Articles (Articles), Political
Parties (PolitP), Political Leader (PolitLead), National Parties (PolitNat), Regional Parties
(PolitReg), Political Campaign (PolitCamp), BJP and INC. The term mentioned within the
bracket in the corresponding identity used a feature in the special glossary. For the other
two case studies later in this chapter, the features are addressed by the features name as
presented in Appendix A1.4 Table A1.1. All the case-studies uses the same aforementioned
political features in their respective subsections.

Table 4.6: Descriptive statistics of Political Features for Chhattisgarh State Election expressed
during Aug 2018 to Feb 2019

Series Min Max Range Mean (σ) Kurtosis Skewness

Number of Articles 1 123 122 9.74 11.26 53 6.23
Political Parties 0 4.35 4.35 1.26 0.68 1.61 0.88
Political Leaders 0 2.31 2.31 0.72 0.35 2.07 0.96
National Parties 0 3.21 3.21 0.98 0.54 1.51 0.93
Regional Parties 0 1.75 1.75 0.27 0.28 5.74 2.04
Political Campaign 0 0.21 0.21 0.01 0.03 12.59 3.23
BJP 0 1.26 1.26 0.32 0.19 2.82 1.28
INC 0 1.77 1.77 0.27 00.25 8.35 2.29
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Table 4.7: Descriptive statistics of Political Features for Chhattisgarh in General Election
expressed during Mar 2019 to Aug 2019

Series Min Max Range Mean (σ) Kurtosis Skewness

Number of Articles 1 49 48 5.94 5.89 17.51 3.13
Political Parties 0 4.16 4.16 1.02 0.66 2.51 0.99
Political Leaders 0 5.29 5.29 0.75 0.61 20.09 3.59
National Parties 0 2.16 2.16 0.80 0.49 -0.47 0.23
Regional Parties 0 2.97 2.97 0.21 0.37 29.62 4.76
Political Campaign 0 0.16 0.16 0.01 0.02 11.07 3.18
BJP 0 1.76 1.76 0.32 0.31 7.29 2.32
INC 0 3.53 3.53 0.37 0.45 18.04 3.59

The figures from both the tables look very similar to each other in many political features.
The higher positive kurtosis of 53 and 17.51 and skewness of 6.23 and 3.31 respectively from
both table 4.6 and table 4.7 for Number of articles indicates the asymmetrical distribution
in newspapers during the election period and that as we approach the election month, their
in sudden influx and more converge to the election by the newspapers. This is confirmed by
drawing a daily affect series graph for the political feature (Articles) which shows the peaks
and spikes as we approach election dates.
Interesting to note is the mean for BJP which was much higher at 0.32 than that of INC
suggesting more media coverage for BJP as compared to INC. This is notable due to the fact
that INC went on to win the election even with less coverage. The mean for BJP remains
the same at 0.32 during 2019 General Election too, whereas INC sees a significant jump from
0.27 in 2018 to 0.37 in 2019 indicating much larger media coverage, surpassing that of BJP.
This can be attributed to the fact that INC won the 2018 election in the states and even
which higher converge they lost the majority of seats in 2019 GE. The higher coverage can be
used to make an assumption that INC ruling states and power in the state helped them gather
more coverage, although not necessarily to their advantage. Another interesting observation
is that the Kurtosis of INC of 8.25 and 18.04 as compared to 2.82 and 7.29 highlights that
INC has gotten more coverage on specific days and events and bought under the limelight a
lot more.

4.3.1.B Correlation Analysis

This section shows results for the correlation analysis made between specific key political
features and negative sentiment. Figure 4.4 shows the heat-map illustrating the correlation
coefficients between selected political features and negative sentiment for 2018 Chhattisgarh
State Legislative Assembly Election.
The heatmap here shows the relative intensity correlation values by assigning colour. Heatmaps
representing the correlation between features and negative sentiment in State Elections through-
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out this study (Figure 4.8 and Figure 4.12) follows the same colour-scheme (blue-red). Those
that show the highest positive correlation are given a “cool” blue colour, while those with
negative correlation are represented by "hot" red colour. The lighter shades of each colour,
blue and red represent their relative values to their highest correlation coefficient values of
100% and -100% respectively.

Figure 4.4: Heat-map presenting the correlation (multiplied by 100) between selected political
features and negative sentiment for 2018 Chhattisgarh State Legislative Assembly Election

Leading up to the 2018 CG State Assembly elections, BJP is less likely to be mentioned in
articles containing all political parties or regional political parties in comparison to INC with
correlation equal to -0.38% and -19% for BJP and 0.30% and 2.65% for INC respectively.
Also, articles had much higher mentions of Political leader from INC with a correlation between
the two at 69.30% then for a politician from BJP at 52.29%. Consistent with their superb
campaign and catchy slogan, BJP will have much higher mentions of their political agenda
and company slogan with a correlation of 12% compared to 1.20% for INC. Interestingly BJP
had a negative correlation of -15% with the negative sentiment expressed during the elections
as compared to the much higher 7.09% for INC for the same time period.

Figure 4.5 shows the heat-map illustrating the correlation coefficients between selected po-
litical features and negative sentiment for parliamentary seats contested in the 2019 General
Election from Chhattisgarh Region. Heatmaps representing the correlation between features
and negative sentiment in General Elections throughout this study (Figure 4.9 and Figure
4.13) follows the same colour-scheme (green-yellow-red). Those that show the highest pos-
itive correlation are given a “vibrant” green colour, while those with negative correlation are
represented by "hot" red colour. The "yellow" represents the values in between the 0 and
100% where the "orange" represents values from 0 to -100%. The lighter shades of each
colour, green and red represent their relative values to their highest correlation coefficient
values of 100% and -100% respectively.
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Figure 4.5: Heat-map presenting the correlation (multiplied by 100) between selected political
features and negative sentiment for 2019 General Election from Chhattisgarh Region

Although receiving higher overall mention’s (recall table 4.6), INC is less likely to be mentioned
in articles contain all political parties, national or regional parties in comparison to BJP with
correlation equal to -18.17%, -11.00% and -17% for INC and 19.29%, 29.25% and -4.25% for
BJP. Similar to the 2018 State election, articles had much higher mentions of Political Leader
from INC with a correlation of 83.22% and 63.75% for BJP and the again comparable results
with BJP’s political campaigns being more favours in the news articles with a correlation of
3.6% and -2.04% for INC. INC saw a drop in the negative sentiment expressed with -3.32%
correlation compared to 7.09%, which could be credited to their status as a ruling party.

Table 4.8 shows the overview of comparison between the two elections with rows featuring
INC presented with the color green and BJP with saffron.

Correlation
2018 Chhattisgarh State
Assembly Election

2019 General Election
for Chhattisgarh Region

INC-PolitP 0.30% -18.17%
BJP-PolitP -0.38% 19.29%
INC-PolitNat -1.04% -11.00%
BJP-PolitNat 9.77% 29.25%
INC-PolitReg 2.65% -17.00%
BJP-PolitReg -19.12% -4.25
INC-PolitLead 69.30% 83.22%
BJP-PolitLead 52.29% 63.75%
INC-PolitCamp 1.20% -2.04%
BJP-PolitCamp 12.00% 3.6%
INC-Negative 7.09% -3.32%
BJP-Negative -15% -11.25%

Table 4.8: Summary of correlations comparison between features for 2018 State Election and
2019 General Election from Chhattisgarh
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4.3.1.C Newspaper Polarity

This section discusses the affect score calculated by Rocksteady for individual newspaper and
presents the results for the coverage given to BJP and INC along with the overall negative and
positive sentiment expressed by the dallies during the 2017 State and 2019 general elections
in Chhattisgarh.

Table 4.9: Affect score for political features as expressed by chosen news paper during 2018
CG State Election

Source BJP INC Negative Positive

The Times of India (TOI) 0.35 0.36 1.84 3.12
Hindustan Times 0.30 0.30 1.82 4.05
The Hindu 0.49 0.23 1.66 2.73
The Telegraph 0.33 0.24 2.37 3.59
The Indian Express 0.31 0.23 2.06 3.16

Table 4.9 shows that BJP has a higher affect score for all the newspapers in comparison to INC
indicating BJP received more coverage by all the publications during the state elections. Also
as discussed before, all the newspaper papers had higher positive sentiment as compared to
negative with greater affect score. The top two most circulated and read English newspaper,
TOI and Hindustan Times almost showed no bias towards any political party with almost
similar values and also both had a similar amount of negative sentiment expressed in their
news articles.
The Hindu showed the most inclination towards BJP with value 0.49 compared to 0.23 for
INC. Also, The Hindu had the least both negative and positive sentiment in their newspaper
suggesting a more neutral tone with BJP at its centre. The Telegraph was with the most
negative attached to its newspaper.

Table 4.10: Affect score for political features as expressed by chosen news paper during 2019
CG General Election

Source BJP INC Negative Positive

The Times of India (TOI) 0.34 0.34 1.83 3.08
Hindustan Times 0.31 0.28 1.95 3.35
The Hindu 0.27 0.19 1.62 2.78
The Telegraph 0.29 0.31 2.29 3.58
The Indian Express 0.26 0.36 2.25 3.12

Table 4.10 shows that BJP notably only has a higher affect score only in Hindustan Times
and The Hindu with 0.31 and 0.27 for BJP and 0.29 and 0.19 for INC respectively. While The
Telegraph and The Indian Express mentioned INC more with 0.31 and 0.36 in comparison to

44



0.29 and 0.29 for BJP. TOI remained neutral with 0.34 for both. Again all news dallies had
higher positive sentiment as opposed to negative. In comparison to the 2018 election, INC
saw a rise in coverage by The telegraph and The Indian Express, while BJP saw it decline in
the same.

4.3.2 Case Study: Punjab

The second case study deals with a North-Indian state of Punjab, which saw INC, the ruling
party of the state as of 2017 State Assembly Election, also winning the majority of Par-
liamentary seats from the state during the 2019 General Election. The result remained a
constant, With INC winning both the election by a majority and replicating its success of
2017 in 2019.

4.3.2.A Descriptive Statistical Analysis

i) Negative Sentiments

Figure 4.2 shows a proxy affect time series for negative sentiment during Punjab State Election
from a period of 1st November 2016 to 31 March 2017 and Figure 4.3 shows the same for
General Elections 2019 from 1st March 2019 to 31st August 2019.

Figure 4.6: PB: Negative Sentiment Affect Time Series (State Elections)
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Figure 4.7: PB: Negative Sentiment Affect Time Series (General Elections)

It can be observed in Figure 4.6 that the negative sentiment is almost constant throughout
election with whereas in Figure 4.7 it is the same but there is rise in negative sentiment post
(May 2019) completion of the election.

Descriptive Statistics Negative Sentiment during Negative Sentiment during
2017 State Election 2019 General Election

Minimum 1.17 0.83
Maximum 3.12 4.23
Range 1.94 3.40
Mean 1.88 1.99
Standard Deviation (σ) 0.32 0.51
Kurtosis 0.39 2.71
Skewness 0.41 1.07

Table 4.11: Descriptive statistics of Negative Sentiment expressed in newspapers from Punjab

Kurtosis of 0.39 and skewness 0.4 indicates it is symmetrical distribution during state election,
whereas during 2019 with a higher kurtosis of 2.71 and skewness of 1.07 suggests that certain
days and events saw a spike in negative sentiment in the news articles. It is confirmed by
figure 4.7 which shows spikes in the graph during certain time intervals. With a higher mean
of 1.99 during GE209 as compared to 1.88 during the 2018 state election meant a rise in the
negative sentiment expressed in news articles.

The descriptive statistical analysis for Positive sentiment shows a higher mean attached to
positive sentiment. Figure A1.2 in Appendix A1.3 showcase the comparison, on comparison it
is evident that the newspaper articles had a higher positive sentiment attached to them.

46



ii) Political Features

The Descriptive Statistics for a few of the essential political features which were extracted
using Rocksteady for both Punjab State Assembly Election listed in Table 4.12, and General
Election in Table 4.13 are presented below.

Table 4.12: Descriptive statistics of Political Features for Punjab State Election expressed
during Nov 2016 to Mar 2017

Series Min Max Range Mean (σ) Kurtosis Skewness

Number of Articles 4 118 114 26.88 16.65 5.20 1.75
Political Parties 0.15 1.98 1.83 1.05 0.30 0.59 0.34
Political Leaders 0.08 1.49 1.41 0.70 0.26 0.40 0.25
National Parties 0.05 1.20 1.15 0.35 0.19 3.55 1.56
Regional Parties 0.05 1.45 1.39 0.71 0.24 0.96 0.43
Political Campaign 0 0.18 0.18 0.01 0.01 39.23 5.16
BJP 0 0.65 0.65 0.13 0.08 13.32 2.82
INC 0.01 0.93 0.92 0.32 0.17 0.66 0.63

Table 4.13: Descriptive statistics of Political Features for Punjab in General Election expressed
during Mar 2019 to Aug 2019

Series Min Max Range Mean (σ) Kurtosis Skewness

Number of Articles 2 52 50 14.29 10.2 0.39 0.95
Political Parties 0 2.18 2.18 0.80 0.41 -0.11 0.21
Political Leaders 0.04 1.68 1.64 0.64 0.27 0.88 0.58
National Parties 0 1.23 1.23 0.31 0.21 1.96 1.06
Regional Parties 0 1.34 1.34 0.49 0.29 -0.49 0.15
Political Campaign 0 0.07 0.07 0.01 0.01 15.69 3.43
BJP 0 0.63 0.63 0.13 0.10 4.02 1.61
INC 0.02 1.60 1.58 0.39 0.24 4.36 1.71

The figures from both the tables look very similar to each other in almost all political features
present. Following a similar trend as observed in the previous case study (subsection 4.3.1),
the number of articles has a higher kurtosis value of 5.20 and Skewness of 1.75 indicating
selected periods consists more articles which had mentioned regarding elections and various
features associated with it. This behaviour is expected as news media publications often shift
their entire coverage to elections and associated events as the voting day gets close.
The larger kurtosis for BJP at 13.32 suggested them being in the spotlight more on certain
key days and events (mostly closer to the election) as compared to INC which was symmetrical
throughout. The mean for BJP remained constant at 0.13 during both the elections. INC
with a noticeable higher mean of 0.32 during the 2017 state election and even higher number
at 0.39 during GE2019, clearly indicated the much higher coverage was received by INC in
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comparison to BJP during both the periods. Similar to the trend seen in case study 1, The
jump in mean for INC after 2017 can be credited to the fact that INC was the state ruling
party and was expected to be more in news.

4.3.2.B Correlation Analysis

This subsection shows results for the correlation analysis made between specific key political
features and negative sentiment. Figure 4.8 shows the heat-map illustrating the correlation
coefficients between selected political features and negative sentiment for 2017 Punjab State
Legislative Assembly Election.

Figure 4.8: Heat-map presenting the correlation (multiplied by 100) between selected political
features and negative sentiment for 2017 Punjab State Legislative Assembly Election

Leading up to the 2018 PB State Assembly elections, the following observations are made.
BJP is less likely to be mentioned in articles containing all political parties or regional political
parties in comparison to INC with correlation equal to 3.35% and -24.78% for BJP and 6.09%
and 11.78% for INC respectively. This asserts INC regional dominance as the more prominent
out of the two, whereas BJP had a considerably greater correlation with articles containing
the mention of National Parties at 38.00% in contrast to -5.6% for INC, suggesting it more
popular in context to the national sentiment.
Another striking observation was the significant higher correlation between INC and political
leaders with a correlation of 83.85% much larger than that of BJP at 28.24%. Such disparity
clearly indicated the prevalence of the INC political leaders which are much more probable
to be discussed in articles in contrast to that of BJP. True to its strength in campaigning
and with similar results to that observed in case study 1, BJP lead the way in higher positive
correlation at 38.38% for political campaigns and slogan in contrast to INC at 8.91%. INC
also showed a lower negative correlation of -10.94% with the negative sentiment expressed
during the state election as compared to -6.57% for INC.

Figure 4.9 shows the heat-map illustrating the correlation coefficients between selected po-
litical features and negative sentiment for parliamentary seats contested in the 2019 General
Election from Punjab Region.
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Figure 4.9: Heat-map presenting the correlation (multiplied by 100) between selected political
features and negative sentiment for 2019 General Election from Punjab Region

Following another pattern from that of Chhattisgarh in case study 1 (4.3.1), Although articles
during 2019 had higher mention of political feature INC as a whole then BJP’s (recall mean
value from table 4.13), INC is much less likely to be mentioned in articles which talked about
all political parties and national parties in comparison to BJP with correlation equal to 1.7%
and 4.63% for INC and, 15.12% and 38.06% for BJP. Similar to the 2017 State election,
articles had much greater mentions of Political Leader from INC with a positive correlation
of 83.22% for INC and 30.96% for BJP. This again insinuates the notably higher popularity
of INC leaders in contrast with BJP. Interestingly, Both INC and BJP observed a rise in the
negative sentiment direct to them with 4.74% for INC and 0.75% for BJP compared to state
elections. This indicates a rise in the overall negative sentiment communicated in the news
articles.

Table 4.14 shows the overview of comparison between the two elections with rows featuring
INC presented with the color green and BJP with saffron.

Correlation
2017 Punjab State
Assembly Election

2019 General Election
for Punjab Region

INC-PolitP 6.09% 1.7%
BJP-PolitP 3.35% 15.12%
INC-PolitNat -5.6% 4.63%
BJP-PolitNat 38.00% 38.06%
INC-PolitReg 11.78% -0.85%
BJP-PolitReg -24.78% -6.16%
INC-PolitLead 83.85% 85.08%
BJP-PolitLead 28.24% 30.92%
INC-PolitCamp 8.91% 13.46%
BJP-PolitCamp 38.38% 23.67%
INC-Negative -10.94% 4.74%
BJP-Negative -6.57% 0.75%

Table 4.14: Summary of correlations comparison between features for 2018 State Election
and 2019 General Election from Punjab
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4.3.2.C Newspaper Polarity

This section discusses the affect score calculated by Rocksteady for individual newspaper and
presents the results for the coverage given to BJP and INC along with the overall negative and
positive sentiment expressed by the dallies during the 2017 State and 2019 general elections
in Punjab.

Table 4.15: Affect score for political features as expressed by chosen news paper during 2017
PB State Election

Source BJP INC Negative Positive

The Times of India (TOI) 0.11 0.33 1.89 2.84
Hindustan Times 0.12 0.32 1.85 3.77
The Hindu 0.17 0.21 2.64 3.32
The Telegraph 0.21 0.36 2.19 3.44
The Indian Express 0.12 0.35 1.97 2.61

Table 4.15 shows that INC has a much higher affect score in all the newspaper in contrast
to BJP. This translated to higher coverage and mentions for INC. It also portrays INC s high
momentum going into the state elections with all media houses providing significantly higher
coverage. All the newspapers again had higher positive undertone in comparison to negative
sentiment. The Hindu had the highest negative sentiment attached to its newspapers whereas,
Hindustan Times shows the least negative while also expressed highest positive value.

Table 4.16: Affect score for political features as expressed by chosen news paper during 2019
PB General Election

Source BJP INC Negative Positive

The Times of India (TOI) 0.14 0.36 1.91 3.00
Hindustan Times 0.11 0.39 1.82 3.97
The Hindu 0.26 0.48 2.03 3.44
The Telegraph 0.23 0.30 2.68 3.43
The Indian Express 0.14 0.36 2.03 2.95

Table 4.16 shows that all the newspaper witnessed identical behaviour during the 2019 General
Election to that observed in the 2017 State Election. INC surpassed BJP in coverage and
mentions in all the newspapers by a notable margin showcasing its dominant presence in
the news articles from every publication. Every other attribute also showed an identical
trend.
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4.3.3 Case Study: Karnataka

The third and final case study deals with an Southern Indian state of Karnataka, which saw
BJP, the ruling party of the state as of 2018 State Assembly Election, also winning the majority
of Parliamentary seats from the state during the 2019 General Election. The result remained
a constant, With BJP winning both the election by a majority and replicating its success of
2018 in 2019.

4.3.3.A Descriptive Statistical Analysis

i) Negative Sentiments

Figure 4.10 shows a proxy effect time series for negative sentiment during Punjab State
Election from a period of 1st February 2018 to 31st August 2018 and Figure 4.11 shows the
same for General Elections 2019 from 1st March 2019 to 31st August 2019.

Figure 4.10: KA: Negative Sentiment Affect Time Series (State Elections)
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Figure 4.11: KA: Negative Sentiment Affect Time Series (General Elections)

It can be observed in Figure 4.10 that the negative sentiment is almost constant throughout
election with whereas in Figure 4.11 it is the same but there is rise in negative sentiment post
(May 2019) completion of the election.

Descriptive Statistics Negative Sentiment during Negative Sentiment during
2018 State Election 2019 General Election

Minimum 0.71 0.63
Maximum 3.76 3.55
Range 3.05 2.92
Mean 1.91 1.97
Standard Deviation (σ) 0.47 0.46
Kurtosis 0.87 0.88
Skewness 0.48 -0.08

Table 4.17: Descriptive statistics of Negative Sentiment expressed in newspapers from Kar-
nataka

The skewness value of 0.48 and -0.08 and identical almost kurtosis value of 0.87 and 0.88
respectively for 2018 state election and 2019 general elections, indicates that the distribution
was symmetrical with a very low degree of outliers for both. Also, standard deviation remained
nearly the same with values 0.47 and 0.46. Similar to both the previous case studies, the
negative sentiment expressed in the newspaper rose in 2019 with a mean of 1.97 as compared
to the 2018 election where the mean is at 1.91.

The descriptive statistical analysis for Positive sentiment shows a higher mean attached to
positive sentiment. Figure A1.3 in Appendix A1.3 showcase the comparison, on comparison it
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is evident that the newspaper articles had a higher positive sentiment attached to them.

ii) Political Features

The Descriptive Statistics for a few of the essential political features which were extracted
using Rocksteady for both 2018 Karnataka State Assembly Election listed in Table 4.18, and
2019 General Election in Table 4.19 are presented below.

Table 4.18: Descriptive statistics of Political Features for Karnataka State Election expressed
during Feb 2018 to Aug 2019

Series Min Max Range Mean (σ) Kurtosis Skewness

Number of Articles 1 232 231 17.83 24.19 31.66 4.57
Political Parties 0 3.13 3.13 1.10 0.58 0.72 0.83
Political Leaders 0 1.63 1.63 0.64 0.28 1.02 0.56
National Parties 0 2.11 2.11 0.85 0.42 -0.04 0.43
Regional Parties 0 1.49 1.49 0.24 0.28 4.19 1.99
Political Campaign 0 0.13 0.13 0.01 0.02 10.9 2.85
BJP 0 0.67 067 0.22 0.12 0.86 0.69
INC 0 1.31 1.31 0.32 0.20 2.98 1.10

Table 4.19: Descriptive statistics of Political Features for Karnataka in General Election ex-
pressed during Mar 2019 to Aug 2019

Series Min Max Range Mean (σ) Kurtosis Skewness

Number of Articles 1 43 42 9.98 6.79 3.34 1.54
Political Parties 0.03 3.27 3.24 0.94 0.47 2.71 1.02
Political Leaders 0 2.71 2.71 0.66 0.37 8.99 2.08
National Parties 0.03 3.27 3.24 0.76 0.40 7.28 1.56
Regional Parties 0 1.09 1.09 0.17 0.20 4.75 3.64
Political Campaign 0 0.13 0.13 0.01 0.02 11.04 3.15
BJP 0 2.23 2.23 0.27 0.24 23.56 3.62
INC 0 2.33 2.33 0.29 0.24 29.53 4.04

The numbers from both the tables look similar to each other in many of the political features
with symmetrical distribution, except for few. With the same trend as that of shown by the
previous two case studies, Number of articles shows a much higher kurtosis of 31.66 and
3.34 and skewness of 4.57 1.54 during the 2018 state election and 2019 general elections
respectively. As already discovered from the previous two cases, this behaviour is foreseen.
During the 2018 State Election INC remained in more spotlight on certain days and events
with higher kurtosis of 2.98 and skewness of 1.10 compared to 0.86 and 0.69 for BJP. For
GE2019 both parties saw massive jumps in kurtosis values of 23.56 for BJP and 29.56 for BJP,
highlighting more featured news coverage and articles covering both, although still mentioning
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INC little more.
It was quite interesting to look at the mean value for both BJP and INC during the two
elections. During the 2018 state elections, Although BJP won the election, INC received
much more media coverage with a higher mean value of 0.32 compared to 0.22 for BJP. This
was similar to what we saw in Chhattisgarh in Case-study 1 (4.3.1) where the winning party in
the state election received less coverage. Both also had one thing in common, which was that
both of them were existing ruling parties from their respective states which received higher
coverage, BJP in case of Chhattisgarh and INC in case of Karnataka. The same behaviour
followed during the GE2019 in Karnataka where the mean for BJP got higher at 0.22 while
decreasing for INC at 0.29. The following results, along with previous two case studies, clearly
show a trend with ruling parties influencing or at least affecting the coverage received by a
political party during any election, state or general towards themselves.

4.3.3.B Correlation Analysis

This subsection shows results for the correlation analysis made between specific key political
features and negative sentiment. Figure 4.12 shows the heat-map illustrating the correlation
coefficients between selected political features and negative sentiment for 2018 Karnataka
State Legislative Assembly Election.

Figure 4.12: Heat-map presenting the correlation (multiplied by 100) between selected political
features and negative sentiment for 2018 Karnataka State Legislative Assembly Election

Leading up to the 2018 KA State Assembly elections, the following observations are made from
the correlation heat-map. INC is significantly less likely to be mentioned in articles containing
all political parties, national or regional political parties in comparison to BJP with correlation
equal to -11.56%, -4.69% and -17.40% for INC and 17.74%, 28.43% and -5.10% for BJP
respectively. Both the parties have a similar correlation with articles containing the names of
the political leader at about 50.75% for BJP and 62% for INC, with INC being the higher
with slightly higher coverage. Similar to the trend from the previous two case-studies, BJP
has a higher correlation with articles containing political campaign slogans and phrases with
a correlation of 27.66% compared to 14.31% for INC. Notably, BJP has a greater correlation
with negative sentiment at 3.49% whereas INC with a smaller correlation of -11.34%.
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Figure 4.13 shows the heat-map illustrating the correlation coefficients between selected po-
litical features and negative sentiment for parliamentary seats contested in the 2019 General
Election from Karnataka Region.

Figure 4.13: Heat-map presenting the correlation (multiplied by 100) between selected political
features and negative sentiment for 2019 General Election from Karnataka Region

During the 2019 General Elections, INC is much less likely to be mentioned in articles which
talked about all political parties and national parties in comparison to BJP with correlation
equal to 1.7% and 4.64% for INC and, 15.12% and 38.06% for BJP. Interestingly, INC observed
a rise in correlation during the GE2019 compared to state election between itself and articles
containing the names of the political leader to 85.08% whereas BJP saw a dip in it at 30.92%.
Both the parties saw a change of 20% in either direction. Another noticeable difference was
fall in BJP correlation with the negative sentiment expressed in the article at 0.75% in 2019
compared to rise for INC at 4.74% which saw 15% increase.

Table 4.20 shows the overview of comparison between the two elections with rows featuring
INC presented with the color green and BJP with saffron

Correlation
2018 Karnataka State
Assembly Election

2019 General Election
for Karnataka Region

INC-PolitP -11.56% 1.7%
BJP-PolitP 17.74% 15.12%
INC-PolitNat -4.69% 4.63%
BJP-PolitNat 28.43% 38.06
INC-PolitReg -17.40% -0.85%
BJP-PolitReg -5.10% -6.16%
INC-PolitLead 62.84% 85.08%
BJP-PolitLead 50.75% 30.92%
INC-PolitCamp 14.31% 13.46%
BJP-PolitCamp 27.66% 23.67%
INC-Negative -11.34% 4.74%
BJP-Negative 3.49% 0.75%

Table 4.20: Summary of correlations comparison between features for 2018 State Election
and 2019 General Election from Karnataka
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4.3.3.C Newspaper Polarity

This section discusses the affect score calculated by Rocksteady for individual newspaper and
presents the results for the coverage given to BJP and INC along with the overall negative and
positive sentiment expressed by the dallies during the 2018 State and 2019 general elections
in Karnataka.

Table 4.21: Affect score for political features as expressed by chosen news paper during 2018
KA State Election

Source BJP INC Negative Positive

The Times of India (TOI) 0.22 0.35 1.88 3.19
Hindustan Times 0.26 0.36 1.76 4.18
The Hindu 0.28 0.30 1.99 3.83
The Telegraph 0.27 0.30 2.39 3.68
The Indian Express 0.31 0.34 2.02 3.38

Table 4.21 shows that INC has a much higher affect score in all the newspaper in contrast
to BJP. This translated to higher coverage and mentions for INC. All the newspapers again
less negative tone to higher positive sentiment. Hindustan Times shows the least negative
sentiment while also expresses highest positive value.

Table 4.22: Affect score for political features as expressed by chosen news paper during 2019
KA General Election

Source BJP INC Negative Positive

The Times of India (TOI) 0.24 0.23 1.81 3.07
Hindustan Times 0.28 0.35 1.89 3.81
The Hindu 0.30 0.31 2.01 3.21
The Telegraph 0.32 0.37 2.40 3.55
The Indian Express 0.28 0.31 2.09 3.22

Table 4.22 shows the change in coverage after BJP came into power in 2018. INC sees a drop
in vales by TOI, Hindustan Times and The Indian Express while BJP saw a rise in coverage by
every publication except The Indian Express. The newspaper also had less difference between
coverage received by INC and BJP showing a rise in overall coverage for BJP while a decrease
for INC. The Top two newspaper, TOI and Hindustan Times again shows moved neutral
tone.
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5 Conclusion

This final chapter serves as a summary of the work outlined throughout the study. It provides
an overview of key finding across all the case studies. Further, it discusses the learning
outcomes from this study and the challenges faced across the entirety of this study. Finally,
the limitations of the methodology employed by this study and recommendation for future
work building on top of this work are outlined.

5.1 Key Findings

Descriptive statistical analysis of negative sentiment extracted from all three case studies shows
the rise in mean values of negative sentiment from state election to the general election. This is
a consistent behaviour among all three case-studies showing an increase in the overall negative
sentiment expressed by the newspaper articles during the 2019 Indian General Election.

All the newspapers have a higher mean value for their positive sentiment comparison to
mean values for the negative sentiment (see table A1.2 in appendix A1.5). This was again a
consistent behaviour across all the news publications. This trend could be since the general
tone expressed during every conversation is considered to be positive which is confirmed by
the above results.

Descriptive statistical analysis of political features showed patterns followed across all the
case-studies. For all the three states the party which won the state election saw an increase
in mentions of their political party in the news during the general election. It could have been
due to the political party coming in power and influencing the media with its privileges or,
It could also be due to it more in news due to it being the governing party and change to
policies and governance would include the concerning political party. Nonetheless, it was a
notable figure.

In two out of three case-studies, namely Chhattisgarh where INC won and Karnataka where
BJP won during their respective state elections. Both INC in CG and BJP in KA have less
overall mentions in newspapers compared to BJP and INC respectively leading up to the state
election. It could be due to BJP being the previous ruling party in CG and INC in KA favouring
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them. As observed from previous results, it has been observed that the ruling party gets more
coverage in the newspaper due to their ruling status. Punjab saw no such pattern.

The correlation analysis showcased BJP’s strong political campaign around the country. The
correlation value between BJP-PolitCamp was always higher in comparison to INC-PolitCamp
across all case studies and the two elections. This could be due to the exorbitant amount of
money spent by BJP for its political campaign.

Another interesting key finding was that the correlation heatmaps for all three states showed
a decrease in negative sentiment during the 2019 GE for the political party which won their
respective state election. For example, INC-Negative correlation value decreased from 7.09%
in 2018 state election to -3.32% during the 2019 GE. Similar results followed in other states
too. This can again be combined with all other previous results be attracted to the changing
sentiment for the ruling party after it came to power.

Noticeably the correlation between negative sentiment expressed in the article and BJP was
always lower in comparison to INC-Negative for all the case-studies. Irrespective of election
results. This could be due to collective national sentiment in favour of BJP.

The overall newspaper polarity calculated by combining all the newspaper by source showcase
Hindustan Times with the most positive tone and interestingly the least negative one too (see
tableA1.1)

5.2 Learning Outcome

This research is conducted to assess the impact of political sentiment expressed in the multi-
ple print media during the State Assembly Election using three case studies before the 2019
General Election and study the effect of those state elections on the results of General Elec-
tion from that region using sentiment analysis. Due to no or very little amount of research
conducted in the areas, the outcome of the project suggests more work to be done in this
domain.

This research has been a great source of knowledge and incredible learning experience, both
socially and technically. It helped me expand my horizon from a political standpoint and me
to look at the problems of society may it be political, economical or social and helped me
change my perspective toward those issues and gain a new one as an Engineer and Computer
Scientist and to develop meaningful solutions keeping my personal bias aside. Examining the
related work of other people for the literature review allowed me to learn numerous ways to
look at problems and their respective approach to the problem. Excellent reports from various
sources helped me understand the Indian political socio-space. The research also allowed me
to learn more about my own country and Politics associated with it both on a national and
regional level.
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From a technical point of view, the research allowed me to explore the field of sentiment
analysis with great depth and multiple approaches associated with it. This study introduced
me to the concept of lexicon-based ‘bag-of-words’ model using a dictionary-based approach
towards sentiment analysis for specialized domains-specific studies. The research allowed me
to learn the data curation and management techniques associated with good research practices
as well as several accessing third party electronic databases to collect data corpus for specific
topics by formulating queries as part of the data retrieval process. Python programming
language was also used to preprocess the collected data and to explore the machine learning
approach to this problem at the initial stages of this study. From a statistical standpoint,
this study allowed me to perform in-depth descriptive statistical analysis and learn several new
terms associated with it. The study allowed me to use Microsoft Excel in more ways than I did
previously, a powerful tool which was used to perform data analysis as well as a visualization
tool to create correlation heatmaps.

5.3 Challenges

Through the course of this research, there were few challenges which presented itself. The
first and foremost was Data Acquisition and Retrieval. For the purpose of this research
spanning across three different states and two separate elections, a huge amount of data was
required. Thousands of newspaper articles were required to be collected for each individual
state for a period of 3 more before and after the election month for both state and general
election. Greater the size of data corpus better the results. This process was repeated thrice
to accomplish this. Data retrieval was the most time-consuming process as LexisNexis servers
had a download limit of 100 articles. This restriction meant the data could only be collected
100 at a time and doing it for multiple times was very time-consuming. The limit from
500 to 100 was recently introduced after they shifted their servers to amazon web services.
Data management was also one of the key challenges, to manage all the data collected and
organize it by day, source, monthly and yearly for all three states and different elections proved
a challenge too.

The initial phase of the study also prompted me to look for articles from different languages,
other than English. Particularly Hindi, which has the highest market share in the print media
in India. The challenge associated with using Hindi Articles was the authenticity of the data
sources available. For any meaningful result, the authenticity of the data source is foremost.
I could not find any third-party data aggregator such as LexisNexis which would allow me
to gather the data form Indian Hindi News Publication which was accessible by me. Other
retrieval methods such using API was also not possible as most of the publication didn’t
employ one. Web-scraping was discarded due to legality and ethicality associated with this
technique. Thus, Hindi or any other regional newspaper articles were not included for this
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study.

The unfortunate event which we all are witnessing currently due to the COVID-19 pandemic,
prompting the closure of colleges initially and then the entire country also proved to be
unexpected additional challenges to this research which were not expected by any means. It
was successfully overcome by the support of my supervisor and all the faculty which contributed
to a seamless online transition of several resources. The computation resources required to
run Rocksteady was one them, without the high-specs, high-performing PC’s from the college,
I was forced to run the program in a relatively modest machine which would often either slow
down the computer significantly or crash. The computation time also increased significantly
due to the large size of the corpus and the dictionary forced me to run the same process
several times requiring much greater time to complete the same process. The learning curve
associated with this study was also one of the challenges. I lacked the knowledge required
for sentiment and statistical analysis for this study and I was relatively novice to both these
concepts and it required the help of my supervisor to learn a few key fundamental concepts
essential for this kind of study.

5.4 Future Work

This research has plenty of scope for improvement and room for extension. The case studies
could be extended to accommodate multiple states for each of them. This would allow for
better comparison between each case study and provide more information and better analysis.
Another extension for this could be to look at the 2014 general election and compare the
results of state elections held across the same states as this study and see if the results showed
any similarities with this one. Another suggested improvement could be the process of data
collection. Although the newspaper articles were collected using the query “election” AND
“name of the state” which provided good sample collection. It did cover all the news articles
related to politics from that particular region. The query methodology could be improvised to
accommodate more keywords specific to a region to extract more articles with rich political
commentary. Another approach would be to look for regional English newspapers specific to
the selected state providing specific coverage to the chosen state.

The dictionary-based lexicon approach used for sentiment analysis required a specialized
domain-specific dictionary. Although the dictionary used for this study was detailed and
exhaustive. For this study, different dictionaries could be constructed mapping to each case
study and their respective states including more local leaders and details. This would provide
a much better affect score. Another approach would be to try and employ a machine learning
approach for the same problem and see if the results are similar. This would help understand
the difference between the two sentiment analysis approaches.
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This study could be expanded to include financial data as a proxy for the sentiment. It would
be by looking up for financial metrics that would be impacted by state-level election and can
be collected from an authentic source. This is particularly difficult to find and if possible
would serve as an excellent measure of people’s sentiment. As English is by no means the
most spoken or most read the language in India. As previously mentioned Hindi and other
regional languages occupy greater share in the print media industry than English in India. As
of 2019 Q1, Therefore only 8% of total newspaper readers read English newspapers (exclusive
digital lookups ) whereas 44% of where Hindi and rest regional. In future, the articles could
be collected for Hindi newspapers to get much better and more comprehensive views of the
sentiment expressed in the Media and its impact of the opinion and sentiment expressed by a
much bigger population.

5.5 Conclusion

This aim of this research was to examine the newspaper generated by Indian print media
for months before leading up to the State Legislative Assembly Election and 2019 General
Election held in three states, Chhattisgarh, Punjab and Karnataka which served as the three
case studies. We tried to analyze the sentiment expressed in the newspapers and see if would
extrapolate the results of the state election by extracting the negative sentiment from the
newspaper during the state election and use it as a proxy for electoral sentiments and analyze
the impact it had on the 2019 General Election. The idea was to create a framework to analyse
dynamic events with a large stream of news to extract the sentiment and opinion of the general
public as expressed in the English newspaper and predict the outcome of the General Election.
The study provides us with few key observations and it identified patterns that would point at
the change in electoral sentiment after a state election and how it translated to the general
election.

Numerous factors influence election results, the complexity of election requires more evidence
to make a prediction which is a notoriously difficult exercise. It was observed that winners
of state elections were able to reduce the negative sentiment against them by the general
election. It was also observed that the ruling party in the state after winning the state
election had much more coverage than the predecessor. This lower negative sentiment and
higher media coverage does not necessarily translate to victory every time during the general
election for the given party but gives an idea about the opinion and bias news publication holds
for the government in power and the way its shape elector perception. The results from two
states Chhattisgarh and Karnataka very similar and analysis of both would allow us to make
reasonable predictions with greater accuracy, however, in the case study involving Punjab, the
descriptive statistics would probably suggest a victory for BJP which was not the case.

The Indian voters have historically distinguished between state-level and national-level issues
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with parties cloning on different issues and different focuses. This is also confirmed by this
study which shows BJP being favoured during the general election irrespective of winner
pointing towards collective national sentiment and bias towards BJP at the central level. The
state election results also have disproportionately favoured state parties and smaller political
movements specific to the state, who are more likely to be ignored and crowded out in the
general elections when fewer seats are up for contest. Finally, I would like to conclude to saying
that although state election sways the sentiment communicated in the newspaper which in
turn might change and shape the electoral perception, with the given data and results observed
for the score of this study it is not reasonable to extrapolate the results of state election and
predict the results of the national-level General Election in India.
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A1 Appendix

A1.1 Basic Statistical techniques

Mean/Average: Mean or Average is a central tendency of the data i.e. a number around
which a whole data is spread out. In a way, it is a single number which can estimate the value
of whole data set.

Median: Median is the middle number in a sorted list of numbers. It is the value which
divides the data in 2 equal parts i.e. number of terms on right side of it is same as number
of terms on left side of it when data is arranged in either ascending or descending order (cite
tds). The median can be used to determine an approximate average, or mean. The median is
sometimes used as opposed to the mean when there are outliers in the sequence that might
skew the average of the values. The median of a sequence can be less affected by outliers
than the mean (cite investopedia)

Mode: Mode is the term appearing maximum time in data set i.e. term that has highest
frequency (cite tds).A set of numbers may have one mode, more than one mode, or no mode
at all.In statistics, the mode is the most commonly observed value in a set of data (cite
investo).

Standard Deviation The standard deviation is a statistic that measures the dispersion of a
dataset relative to its mean and is calculated as the square root of the variance.If the data
points are further from the mean, there is a higher deviation within the data set; thus, the more
spread out the data, the higher the standard deviation. A low standard deviation indicates
that the data points tend to be close to the mean of the data set (Cite) The Formula for
Standard Deviation

Variance: Variance (σ2) in statistics is a measurement of the spread between numbers in
a data set. That is, it measures how far each number in the set is from the mean and
therefore from every other number in the set.Variance is calculated by taking the differences
between each number in the data set and the mean, then squaring the differences to make
them positive, and finally dividing the sum of the squares by the number of values in the data
set.
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A1.2 Custom Rocksteady template

{}

All Rights Reserved

{} of {} DOCUMENTS

{}

{}

{}

BYLINE: {}

SECTION: {}

LENGTH: {}

{}

LOAD-DATE: {}

LANGUAGE: {}

PUBLICATION-TYPE: {}

A1.3 Statistical Analysis

Figure A1.1: Negative vs Positive Sentiment Affect time series for CG
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Figure A1.2: Negative vs Positive Sentiment Affect time series for PB

Figure A1.3: Negative vs Positive Sentiment Affect time series for KA

73



A1.4 Domain Specific Dictionary

Table A1.1: Domain Specific Dictionary and its features

Features Description
Entry Terms specific to each category

Exclude
Excluded terms from the General English Dictionary which
did not contain affect words related to this study

AITC, BSP,
BJP , CPI,
CPI(M), INC,
AAP, NCP,
SAD

Mapping of terms with are related to the following Indian
Political parties: All Indian Trinamool Congress, Bahujan Samaj
Party, Bharatiya Janata Party, Communist Party of India,
Communist Party of India (Marxist), Indian National Congress, Aam
Aadmi Party and National Congress Party, Shiromani Akali Dal.

PolitP ,
PolitWing,
PolitLead

Key words associated with Political Parties: Mapping of terms
which are related to Political Party, Political Wing, Political Leader.

PolitNat,
PolitReg,
RNorth,
RSouth,
REast,
RNorthEast,
RCentral,
RWest

Key words associated with regional politics:
Mapping of Political Parties and Leaders which are National Party,
Regional Party belonging to North Region, South Region, East
Region, North-East region, Central Region and West Region
(arranged in in order from top to bottom)

PolitCamp,
Religion,
Tech,
Edu,
Health,
Religion,
Develop

Keywords associated with Political Campaigning: Mapping of terms
related to Religion, Technology, Education Health and Development
during the election campaign.

A1.5 Overall Newspaper polarity

Table A1.2: Newspaper polarity calculated for all combined newspaper

Source BJP INC Negative Positive

The Times of India (TOI) 0.25 0.33 1.89 3.05
Hindustan Times 0.23 0.34 1.83 3.89
The Hindu 0.30 0.29 1.99 3.10
The Telegraph 0.28 0.32 2.39 3.55
Indian Express 0.24 0.34 2.07 3.13
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