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Abstract
The Named Data Networking (NDN) protocol is a promising network/transport layer re-
placement for TCP/IP when considering that the majority of traffic on the internet today
is content; where content is traffic that is not peer-to-peer and maintains its relevance out-
side of a conversation between two hosts. Therefore, NDN is a content-centric protocol,
focused on the desired data instead of a location where the data resides. The architecture
of NDN is pull-based, where communication occurs between consumers and producers. A
consumer must request the content that it desires and will only accept content that it has
requested. Consumers request content by name and any node that contains the content can
reply. This behaviour is supported by in-network caching, where data that passes through a
node in the network can be cached in the node’s content store (CS). NDN also has built-in
security, enabling data to live independently of location and producer. NDN supports multi-
cast behaviour by default, nodes will demultiplex data from a producer towards all requesting
consumers. Nodes will also multiplex requests for data in the upstream towards producers.

Vehicular Ad-Hoc Networks (VANET) are a subset of Intelligent Transportation Systems (ITS)
and refer to Vehicle-to-Everything communication (V2X). VANETs exhibit a set of network
conditions for which TCP/IP is ill-suited. The NDN protocol has been identified as a suitable
replacement for TCP/IP in VANETs, though previous research has identified issues with NDN
in VANETs. Congestion and delay are two issues. The use of a pull-based architecture requires
the generation of an interest packet for every piece of data consumed, adding extra overhead
to the network. This pull-based architecture also has consequences when the data is transient
in nature. Infrequent events, such as safety-critical events, and events that are periodic,
invalidating previously generated data, are two examples of transient data. Transient data
is time sensitive, which means that waiting for a consumer to request data is undesirable.
Push-based architectures might be better suited for disseminating transient data.

This dissertation evaluates the potential benefits of introducing the ability to push transient
periodic data in the NDN protocol. A Green Light Optimised Speed Advisory (GLOSA)
system is identified as an application where data is generated periodically, which invalidates
its previous incarnation. Installed in traffic lights, GLOSA systems inform vehicles of the
optimum speed for passing a traffic light during its green phase.

To evaluate the potential benefits of pushing data in the NDN protocol two pushing mech-
anisms are implemented, unsolicited data and proactive pushing. Unsolicited data refers to
nodes eavesdropping and caching packets that they detect. Proactive pushing refers to nodes
sending un-requested data into the network that all other nodes within communication range
accept into their CS.

SUMO and ndnSim are used to create a large-scale scenario with realistic traffic modelling and
network conditions. SUMO is a microscopic and continuous road traffic simulation package
and ndnSim is a network simulator used to evaluate experimentation with the NDN protocol.
A comprehensive evaluation for varying degrees of vehicle speed, vehicle density, transmission
range and data update frequency are undertaken to better understand the performance of
pure NDN, unsolicited data and proactive pushing.

The results indicate that pushing transient and periodic data greatly improves network perfor-
mance when compared to pure NDN. Unsolicited data results, on average, in a 75% decrease
in network packets and a 73% decrease in delay. Proactive pushing results, on average, in a
67% decrease in network packets and a 77% decrease in delay.
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1 Introduction

This dissertation investigates the potential benefits gained from pushing data that is transient
and periodic in Named Data Networking (NDN) for Vehicular Ad-Hoc Networks (VANET).
NDN is a pull-based, content-centric, network-layer protocol that has been identified as a
possible replacement for host-centric protocols such as TCP/IP [3]. This is because the
majority of traffic in the internet today is content; where content is traffic that is not peer-
to-peer and maintains its relevance outside of a conversation between two hosts. Intelligent
Transportation Systems (ITS) have been identified as a particular use-case where the content-
centric architecture of NDN could improve network performance when compared to TCP/IP
[6].

The pull-based architecture of NDN consists of communication between consumers and pro-
ducers. A consumer must request the data that it desires and will only accept data that it
has requested [10]. This pull-based architecture is not well suited to transient data which is
time sensitive. The producer of transient data must first wait for a request before forwarding
data to a consumer [7].

There are studies that have investigated the benefits of pushing methods for transient data
that is infrequent, such as the work published by Muhammad et al. [7], but no research has
been identified that investigates the potential benefits of implementing pushing methods into
the NDN protocol for data that is transient and periodic in VANETs. This dissertation will
investigate the potential benefits gained, or lack thereof, from pushing data that is transient
and periodic in Vehicular NDN (VNDN) networks.

The data dissemination methods evaluated in this dissertation are the existing method of
unsolicited data that has been requested by a third party and a novel approach called proactive
pushing by a producer. Unsolicited data is where a consumer accepts data that it has not
explicitly requested. A consumer in the network must still initiate communication with a
producer, but the corresponding reply from a producer will be cached by all consumers in the
network within range of communication. As a consumer initiates communication, unsolicited
data is not a full push-based communication method. Proactive pushing is where a producer
will send data into the network as it is created, which consumers will then accept into their
cache. As no consumer initiates communication, the proactive pushing method is a fully push-
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based communication method. An illustration of the communication models of the unsolicited
data and proactive pushing methods can be seen in figure 1.1.

Figure 1.1: Illustration of the communication flow the unsolicited data and proactive push-
ing methods

1.1 Motivation

Transient data has a limited lifetime before its relevance expires. This limited lifetime means
any unnecessary delay in communication is undesirable. This becomes an issue in a pull-based
architecture, such as NDN [10], where delay is incurred while waiting for a request to arrive
for the transient data before inserting it into the network.

The topology of VANETs is highly dynamic [11], making data exchange between nodes chal-
lenging. NDN is a suitable network/transport layer protocol for vehicular environments due
to its focus on the what of the request instead of the where, in-network caching, inherent
multicast support and built-in security [12]. But the problem still remains for transient data,
a pull-based architecture adds undesirable delay. Also, a pull-based architecture means that
for every piece of data consumed there is a corresponding request from a consumer, which
can add extra overhead to the network.

There are proposed solutions for mitigating the delay in disseminating transient data in VNDN
which introduce push-based methods into the NDN protocol. These solutions for VNDN focus
on transient data that is infrequent, such as safety-critical events [7]. There is another type
of transient data though. Data which is periodic, meaning, there are frequent updates. One
such example of this form of transient data would be a Green Light Optimized Speed Advisory
(GLOSA) system, where vehicles can be informed of the optimum speed at which they should
proceed in order to pass a traffic light system (TLS) [13]. GLOSA systems produce frequent
updates which invalidate previously generated data. The content being produced by a GLOSA
system is transient and periodic, as the data is only valid for the duration in which no new
update has been produced. In order for a GLOSA system to function using the NDN protocol
a polling behaviour would be required. This is where consumers frequently generate requests
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for the same information. This polling behaviour for data which is transient and periodic
could theoretically produce a lot of congestion, possibly greater than twice the congestion of
a push-based behaviour in the same scenario.

The hypothesis is that implementing methods that enable push-based behaviour in the NDN
protocol for disseminating content that is transient and periodic in VANETs will reduce the
delay in receiving content and reduce the network overhead due to the number of packets
being generated. There may also be other improvements such as an increased cache-hit ratio.

1.2 Project Overview

1.2.1 Information Centric Networking

Information Centric Networking (ICN) [14] is a set of guiding principles for a possible future
internet architecture based on Named Data Objects. In ICN, content is the fundamental ele-
ment about which all network functionality is built. The concern focuses on what the content
is, instead of where the content resides. ICN leverages in network caching, multiparty com-
munication through replication, and interaction models that decouple senders from receivers.
The goal of ICN is to achieve efficient and reliable distribution of content [14].

1.2.2 Vehicular Ad-Hoc Networks

Vehicular Ad-Hoc Networks [11], derived from Mobile Ad-Hoc Networks (MANET), use ve-
hicles as mobile nodes. VANETs experience a unique set of network conditions such as high
speed, short-interconnection times and diverse mobility patterns. Vehicles can quickly move
from highly dense, to extremely sparse network scenarios. VANETs also use vehicles as inter-
mediary nodes in the network. For these reasons, specialized protocols have been designed
and implemented for VANETs, such as Dedicated Short Range Communication (DSRC) [15]
and Wireless Access in Vehicular Environments (WAVE) [5].

1.2.3 Research Aims

The aim of this research is to evaluate the effectiveness of push-based methods in VNDN, for
a scenario where the content being requested is transient and periodic. The specific objectives
of this research are.

• Implement the unsolicited data and proactive pushing methods in the NDN protocol.

• Design and implement a suitable VANET scenario of an intersection using a TLS ex-
hibiting the communication pattern of a GLOSA system.

• Evaluate the network performance of each method in comparison to pure NDN, as the
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density of vehicles, speed of vehicles, transmission range of nodes, and frequency of
updates to the transient data change.

1.2.4 Potential Benefits of this Research

The potential benefits of this research include, but are not limited to, a reliable means of
disseminating data that is transient and periodic in VNDN. A reduction in delay experienced
in the network. A reduction in the number of packets being generated in the network. An
overall improvement in network congestion for VNDN from the removal of polling behaviour
for data that is transient and periodic. The push-based methods implemented in this project
could also apply to any transactions that require polling behaviours, regardless of whether the
data is transient.

1.2.5 Project Scope

This project will solely focus on the improvement to the network, measured in terms of
congestion, delay, and cache hit ratio, from the implementation of push-based methods in the
NDN protocol for the dissemination of content that is transient and periodic in a VANET. The
scenario chosen to evaluate potential improvements, or lack thereof, is a four way intersection
with a single TLS at the centre of the intersection. This dissertation is not concerned about the
potential change in behaviour of vehicles responding to a GLOSA system as a consequence of
the various data dissemination methods. Therefore, a GLOSA system will not be implemented
but the TLS node will approximate the data dissemination behaviour of a GLOSA system, in so
much as can be done under the NDN protocol. This dissertation is also not concerned about
any security issues that may arise from the implementation of various pushing mechanisms to
the NDN protocol. These concerns would include, enabling eavesdropping from implementing
unsolicited data or distributed-denial-of-service attacks from the ability to push data from
a producer node. These concerns and more will need to be addressed before the potential
implementation of any production ready system.

1.2.6 Road Map

Chapter 2 will provide the background information required to understand the core concepts
of this dissertation. This will leads to the state of the art, push-based communication in
the NDN protocol. After discussing the state of the art, a brief description of the tools and
technology used to evaluate the performance of the pure NDN, unsolicited data and proactive
pushing methods will be provided. Chapter 3 will discuss the design and implementation of
unsolicited data and proactive pushing. This will include a discussion of the main challenges
encountered during each methods development. Chapter 3 will also contain a comprehensive
discussion of the design and implementation of the scenario used to evaluate the performance
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of each data dissemination method. This will include both the intended implementation and
the final design. Chapter 4 provides an evaluation of the results from the simulations running
the push-based mechanisms in comparison to pure NDN. This is accompanied by analysis and
evaluation of the overall project. Finally, chapter 5 gives a summary of the work done in this
project, the results obtained, concluding analysis, and potential future work.
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2 Background

This chapter reviews the background information and state of the art research relevant to this
dissertation. Firstly, a discussion of the Internet Protocol (IP) and its limitations is provided.
Then, an introduction to the NDN protocol and its architecture. This is followed by an
introduction to VANETs and then NDN’s application in VANETs, which is commonly referred
to as VNDN. A brief introduction is then given to the GLOSA system about which testing
scenarios will be built. A description of the state of the art research related to the pushing of
data in the NDN protocol is then provided. Finally, the tools used to evaluate alterations to
the NDN protocol are introduced.

2.1 IP

The internet as we know it, is abstracted into several mutually exclusive layers, sometimes
referred to as the OSI stack, allowing the layers and their functionality to develop independently
of each other [16]. Interaction between layers occurs via interfaces. The IP protocol, is at the
network layer of the OSI stack [17]. Above IP are the transport layer protocols (TCP, UDP,
etc.), and the application layer protocols (HTTP, WWW, etc). Below IP is the data link layer
where Logical Link Control (LLC) and Medium Access Control (MAC) are performed. Below
the data link layer is the physical layer where information is sent through the physical medium.
This can be seen in figure 2.1.

Figure 2.1: OSI model hourglass for IP and NDN from [1]
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IP is responsible for providing the necessary information for routing packets across a net-
work. IP uses point-to-point communication between two hosts. It is a conversation oriented
architecture for information sharing.

2.1.1 Addressing

IP uses addresses which are represented as numerical labels. There are a finite number of
addresses available. For example, IPv4 uses a 32bit address space meaning that there are
232 unique combinations. The finite number of addresses leads to address exhaustion [18],
where there are no free addresses left to assign. Address exhaustion can be partially mitigated
through the use of address assignment and aggregation strategies such as classless inter-
domain routing [19], but these strategies only delay address exhaustion.

2.1.2 Domain Name System

IP requires the Domain Name System (DNS) to function [20]. DNS is a mapping from human
readable strings, such as www.tcd.ie, to IP addresses. Every time a request is made, a lookup
is performed on a DNS server for the IP address matching the request. The purpose of DNS
is to save users having to remember IP addresses in order to browse the internet.

2.1.3 IP Packet

An IP packet has a fixed header format, as defined in [17]. The IP header can range from
20 to 60 bytes. The length of the header is specified by the Internet Header Length (IHL)
field. The minimum viable header size is 20 bytes due to the required fields. The maximum
header size is due to the IHL field being 4 bits long, with the length specified in 32 bit words.
32⇤15 = 480 bits which is 60 bytes. The total length of an IP packet is specified in the Total
Length field, with the maximum length set by the fact there are 16 bits in the total length
field.

Figure 2.2: IP packet header
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2.1.4 Forwarding Information Base

IP uses routing protocols, such as Open Shortest Path First [21], to build its Forwarding
Information Base (FIB). The FIB informs switching decisions based on IP address prefix
matches. Each match will contain a single outgoing interface. An interface in this case is a
network interface. The outgoing interface is the next hop when forwarding a packet towards
its intended destination.

2.1.5 The Lack of Caching

An IP router does not perform any in-network caching. When a packet arrives it is placed in
a buffer for the duration required to compute the packets next hop. Once this computation is
complete, the packet is flushed from the local buffer. The consequence of this is that IP is not
built to distribute content across a network. If a piece of content is in high demand, a large
volume traffic will flow towards a common point, causing congestion as requests accumulate
near a host.

Content Delivery Networks (CDN) are one method that can alleviate the issue of congestion
due to popular content. Content Delivery Networks are cache servers setup to distribute data
across the globe and move it closer to users [22], as illustrated in figure 2.3. This allows
requests for content to be routed towards the most suitable node in a CDN for satisfying the
request at that moment in time. According to Cisco VNI [23], as of 2022, 72% of internet
traffic will be delivered by Content Delivery Networks. This shows how internet users are
increasingly consuming content instead of performing host-to-host communication. Another
method of mitigating congestion of popular content is multi-casting. Multi-casting is where
a node in the network copies an incoming piece of data and forwards it to all downstream
requesting nodes [24].

Figure 2.3: Content Delivery Networks as depicted by Ashley John [2]
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2.1.6 Security

Security is not originally built-in to IP. The objective was to facilitate communication between
heterogeneous networks. As the internet has grown and developed, security has become a
prime concern. Security has had to be built on top of IP in response to evolving threats. The
suite of security enhancements for IP are referred to as IPSec [25]. Each security enhancement
introduces extra overhead and complexity into IP.

2.2 Named Data Networking

To address the deficiencies of IP, the idea of Information Centric Networking (ICN) has been
proposed [14]. As the name indicates, in ICN the content is the fundamental element around
which network functionality is built. ICN is concerned about what the content is, instead of
where the content resides. ICN is a list of guiding principles, with many realizations such as
the Data Oriented Network Architecture (DONA) [26] from Berkley, where DNS is replaced
with a data oriented protocol, and the Publish Subscribe Internet Routing Paradigm (PSIRP)
[27], which implements the principles of ICN through a publish-subscribe architecture. One of
the most popular implementations of the ICN paradigm is Named Data Networking [3] [10],
which grew out of Content Centric Networking [1].

2.2.1 Names as Addresses

In Named Data Networking, content is a first-class citizen. Since the focus is on the data
itself and not where it is coming from, there is no need for the location-orientated addresses of
IP. Instead the name of the data itself can be used as the address. The names are hierarchical
but are otherwise arbitrary identifiers. Name semantics are agreed upon by the applications of
the producer and consumer nodes and can be any sequence of characters. Names are opaque
to the network, with only a delimiter known to a node in order to separate out the hierarchical
structure. An example of a name in the NDN protocol can be seen below 2.4.

Figure 2.4: Example of name structure as seen in Networking Named Content [1]

2.2.2 Packets

There are three types of packets in NDN, Interest packets, Data packets, and Negative Ac-
knowledgements (NACK). An illustration of the interest and data packet formats can be seen
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in figure 2.5.

An Interest packet is created by a consumer and is a request for a piece of data. The packet
contains the name of the requested content, selectors which are preferences about how the
interest and or data packets are forwarded along a route, and a unique identifier called a
nonce.

A Data packet is a response to an Interest packet and contains the requested data. It has the
content name, which will be used for symmetric routing back to the consumers who requested
the data. It also contains meta-information about the data itself, such as freshness period,
final block ID and application defined meta-information. It contains the data content, the
actual payload that the consumer wants. Finally, the data packet is signed and contains
information about the signer.

Figure 2.5: Example of Interest and Data packets as seen in Named Data Networking [3] [1]

A NACK packet is a negative acknowledgement. It indicates that a forwarded interest cannot
be satisfied. A NACK contains the name of the interest it cannot satisfy as well as an error
code indicating the issue. A NACK provides a timely and informative response for an interest
that cannot be satisfied.

Each NDN packet is encoded in a Type-Length-Value (TLV) format. The T in TLV indicates
the type of block i.e a Name block or Signature block. The L indicates the length of the
value block in bytes, and the V is the value of the TLV block. The TLV format allows for a
nested structure where the value component is another TLV block. Packets are distinguished
by their type number in the first and out most TLV block, TLV0. A NDN packet is mainly a
collection of TLVs inside TLV0.

The NDN packet format does not have a fixed header or protocol version number. New types
can be added and old types removed as required. The absence of a fixed header allows for
the efficient support of very small packet sizes, without the header overhead.

As an example, and according to the NDN packet format specification 0.3 [28], a Data Packet
would typically be encoded as a Data TLV, TLV0 (type 6). Inside the TLV0 block there are
another five TLVs, a name TLV (type 7), MetaInfo TLV (type 20), Content TLV (type 21),
Signature Information TLV (type 22) and Signature Value (type 23). The MetaInfo TLV has
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more nested TLV blocks within. These are Content Type (type 24), FreshnessPeriod (type
25), and FinalBlockID (type 26).

2.2.3 Data Structures

Each NDN node has three data structures, a CS, a Pending Interest Table (PIT) and a
Forwarding Information Base (FIB).

The CS is a buffer within a node. As data is routed from a producer to a consumer, the
intermediate nodes along the route can cache the data packet being forwarded through them.
If a node along that path then receives an interest for the same piece of data, it can satisfy that
interest from its CS rather than forwarding the interest upstream to the data producer. Data
is distributed through the network in the direction of the consumers requesting it. This form
of in-network caching has the effect of reducing congestion at the producer, and improving
the locality and availability of data, essentially fulfilling the role of a CDN [29].

The PIT is a record of all interests that have been forwarded by a node but are yet to be
satisfied. A PIT entry uses the name of the requested data as its key. This maps to a list
of unique identifiers, nonces, for interest packets, and their incoming interfaces, that have
requested the data. If an interest arrives at a node that cannot be satisfied by the CS, the
node then checks its PIT. If an entry exists in the PIT for that piece of data, then the interface
which the interest packet comes from is recorded under the datas entry in the PIT, and the
interest itself is discarded. If there is no entry in the PIT for the content name then a PIT
entry is created and the interest nonce and incoming interface are recorded.

The FIB is a list of interfaces that can satisfy a request for a piece of data, similar to the
IP FIB. When a piece of data is requested that a node cannot satisfy from its CS and there
is no PIT entry for the content name, than the FIB is consulted. With each name comes a
list of known interfaces that can serve the request. The entries are ranked according to a
performance metric determined by the Forwarding Strategy of a node. If no entry exists within
the FIB of a node, then the request cannot be satisfied and a NACK packet will be returned.
The FIB is populated through the use of a routing protocol. These protocols can be adaptions
of the popular protocols used in IP routers today or something entirely new [10][30].

2.2.4 Forwarding and Routing

Forwarding decisions are made by the Forwarding Strategy module running on a NDN node.
The Forwarding Strategy is determined by the node owner. Forwarding decisions can be
influenced by many factors such as interest packet selectors, the performance of the upstream
interfaces, and the wishes of the node owner.

All packets exchanges in the NDN protocol are done through an abstraction called a Face;
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short for interface. A consequence of this is that communication between the application layer
and the NDN protocol now occurs through an application face instead of through system level
calls.

NDN defines Forwarding pipelines which are the steps to be taken when an event occurs. The
pipelines for events can be incoming interests, incoming data, outgoing interests, unsolicited
data, and incoming NACKs to name a few. The forwarding pipelines define the steps to be
taken and the forwarding strategies make decisions as required in a pipeline.

Routing in NDN is symmetric. This means that a data packet follows the same path that was
taken by the corresponding interest packet, unlike IP where routing can be asymmetric. This
is done via the entries in a PIT. When an Interest packet is to be forwarded, the Forwarding
Strategy of the node uses its FIB to determine how to forward the packet. When a Data
packet is to be forwarded, it is sent to all interfaces in the PIT that have requested the data.
These entries were created by the interest packets as they were routed towards their desired
destination. This means NDN has inherent support for multicast operations.

2.2.5 Security

Security is built into NDN. Every Data packet that is produced must be cryptographically
signed by the producer [31]. A signature is usually signed by a certificate and this certificate
comes from a certificate authority. Any node can be a certificate authority in NDN, supporting
trust at all levels [32].

2.2.6 Flow of Data

A brief description of data flow in the NDN protocol will now be given. This flow is also
illustrated in figure 2.6. NDN is a pull-based protocol, driven by the consumer. A node
will only accept data that it has requested. When a node receives a piece of data, the first
operation performed is to check the PIT. If no entry for the received data packet exists in the
PIT of a node, than the data will be dropped.

The flow from a consumer to a cache hit for the requested data and back to the consumer is
as follows. A consumer creates an interest packet for a piece of data that they wish to obtain.
Then, at each node the following operations are performed until the data is successfully
retrieved or a NACK is generated.

The CS is checked for the name of the Interest packet. If the data exists in the CS, then it
is returned. Otherwise, the PIT is checked to see whether an entry for the requested data
already exists. If an entry exists, then the nonce and incoming interface of the Interest are
recorded under the requested data name entry in the PIT and the interest is discarded. If
there is no entry, then an entry is created in the PIT for the name specified in the interest;
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the nonce and incoming interface are recorded. If the interest is not discarded, then the FIB
is consulted to determine the optimal upstream interface to forward the interest. If there is
no entry in the FIB for the content then a NACK will be returned to all entries for the data in
the PIT. Otherwise, the interest will be forwarded towards the ideal interface as determined
by the Forwarding Strategy of the node.

When a cache hit for the data is achieved, then a Data packet is created and the following
happens. The PIT is checked for entries requesting the data. If one exists, than the data is
first stored in the CS of the node and then the data packet is copied and forwarded downstream
to all interfaces in the PIT that requested the data. This will continue until the data reaches
the consumers requesting it. If no entry exists for the data packet in the PIT of a node, then
the node will drop the data packet as it is unsolicited data.

The flow of data in NDN contains well defined and modular components. This gives each
node the independence to determine their own behaviour, regardless of the wider network,
through altering their implementation and control flow of different components in the NDN
protocol. The forwarding strategies allow each node to pursue a wide range of goals. The
abstractions of the NDN protocol provide a well-defined baseline to build an organic network
from.

Figure 2.6: Forwarding process at an NDN node [3]

2.2.7 NDN Summary

NDN is a content-centric protocol that follows the principles of ICN. NDN uses names as
addresses, which can be hierarchical and are opaque to the network. There are three packets
in the NDN protocol, Interest packets, Data packets and NACK packets. The TLV format
is used to encode packets. The three core data structures in NDN are the CS, which stores
data, PIT, which is a record of interests waiting to be satisfied, and the FIB, which is a list
of interfaces that can satisfy requests for data. Forwarding decisions in NDN are made by
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Forwarding Strategies and the forwarding steps are contained in Forwarding pipelines. Routing
in NDN is symmetric. Finally, Security is built-in to the NDN protocol.

2.3 Vehicular Ad-Hoc Networks

Vehicular Ad-Hoc Networks (VANETs), a sub-domain of ITS [33], refer to Vehicle-to-Everything
communication (V2X), from inter-vehicle communication (V2V) to Vehicle-to-Infrastructure
communication (V2I) [34]. These forms of communication can be seen illustrated below in
figure 2.7. The concept of VANETs has existed for decades; spectrum has been allocated by
the US FCC since 1999 for the development of DSRC, intended for use in VANET scenarios
[15].

Figure 2.7: VANET as depicted by [4]

VANETs exhibit a unique set of network conditions. Vehicles are the mobile nodes in a VANET
which are restricted to the topology of the road. Nodes move at a high speed, in a diverse
range of mobility patterns, with short inter-connection times. Nodes can quickly move from
highly dense to extremely sparse network scenarios. This is why specialized protocols have
been designed and implemented for VANETs, such as DSRC [15] and Wireless Access in
Vehicular Environments (WAVE) [5].

2.3.1 Highly-Dynamic Topology

The topology of a VANET is in a constant state of flux; where the VANET itself is restricted
by the topology of the road but individual nodes move in a dynamic manner which is influenced
by the high speed at which nodes move and the opportunity for unpredictable behaviour that
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comes when a human is in the loop [35]. The consequence of this is a short time within which
to communicate. In sparse scenarios, there may be no node to communicate with. Conversely,
in a dense traffic scenario and urban environments the congestion caused by the volume of
packets being requested by nodes has adverse effects on Quality-of-Service (QoS) parameters
[36].

2.3.2 Frequent Link Disruption

As a consequence of the high-mobility experienced in VANETs, link disruption is frequent,
making routing a difficult challenge. Link disruptions occur when there is opposite-flow traf-
fic, in urban localities, and in non line-of-sight situations. The problem with the first two
scenarios is intermittent communication and with the third there are QoS issues due to link
deterioration and disruption as a consequence of shadowing. To address these issues and
improve connectivity, other nodes in the network can be used as intermediaries. These nodes
can be other vehicles or road side units (RSU). A RSU would be a static or mobile access
point that can provide connectivity throughout the network, among other functions [37].

2.3.3 Time Constraints

VANETs have time sensitive situations. Safety applications are a time sensitive scenario of
particular concern, as human life is at risk [38]. Communication in safety applications much
be fast, efficient and reliable in order to give drivers adequate decision-making time. Transient
content would be another application where VANETs are delay sensitive. While not safety
critical, it is imperative to receive the data before its use has expired.

2.3.4 Wireless Access in Vehicular Environments

WAVE, consisting of the 802.11p [39] and IEEE 1609.4 standards [40], seeks to enable more
efficient and effective V2X communication. Changes are made to the Physical and Data Link
layers of the OSI stack. The set of WAVE protocols can be seen illustrated in figure 2.8.

802.11p defines a special communication mechanism, enabling operation outside the context
of a basic service set (BSS). An infrastructural BSS is a group of 802.11 stations anchored
by an AP, think of your home network where a router directs communication. In WAVE the
BSS is altered to remove the handshakes and authentication required to join a BSS. This is
replaced with the ability to broadcast all the necessary information to join a BSS. Vehicles
can then join and leave a BSS as they wish [15].

The wildcard BSSID is also introduced so that all vehicles can instantly communicate with
each other if they need to. The BSSID is the unique identifier of a BSS and is the MAC
address of the Access Point. For the wildcard, the value is set to all 1s. The wildcard value
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can be used for the exchange of critical messages, such as safety messages [15].

IEEE 1609.4 is a MAC layer extension on top of 802.11p. The expressed goal of this protocol
is to provide multi-channel operation in the context of a single-radio device for supporting
safety and non-safety applications [41]. There are six service channels and one control channel
with a channel bandwidth of 10MHz. The 10Mhz frequency is half the bandwidth of 802.11a
[42]. As multipath propagation is an important feature in vehicular environments, the added
robustness and speed of the 10MHz frequency is an important characteristic.

Figure 2.8: IEEE 1609 standards which make up WAVE as depicted in [5]

2.4 Vehicular-NDN

The NDN architecture has been identified as a suitable network/transport layer replacement for
IP/TCP in VANETs [11]. It is better suited to a highly dynamic topology and link disruption.
NDN can use any network interface available to it. Also, the majority of requests will be for
content [23]. An illustration of VNDN can be seen in figure 2.9.

2.4.1 Communication Roles

In the VNDN design by Grassi et al. [6], a vehicle, or node, can assume any one of four roles, a
consumer, a producer, a forwarder or a data mule. A consumer is any node requesting content.
A producer is a content creating node. A forwarder is any intermediary node through which
packets can be routed. Finally, a data mule is a vehicle that is physically carrying content in
its CS away from its source.
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Figure 2.9: Depiction of VNDN as seen in [6]

2.4.2 The Power of Content Naming

Content naming has an important role to play in VNDN aside from content identification.
Applications can embed extra information through smart naming semantics. This is displayed
in Grassi et als. paper [43], where interests are forwarded by geolocations included in the
name of an interest. Focusing on the content, instead of the host-to-host communication
found in IP, allows applications to immediately communicate with each other as two nodes
come within range.

2.4.3 Caching and Forwarding

In VANETs, it is not always guaranteed that the original content producer will be available. If
the original producer is available, there may be issues with link congestion as many nodes direct
requests towards the producer. Since a producer and the content they create are decoupled
in NDN, content can be distributed across the network. This distribution increases content
availability and reduces congestion. In the scenario where there is no connection, data can
still be distributed by data muling, making effective use of NDNs in-network caching. NDNs
multicast behaviour also serves to improve network performance by aggregating interests and
forwarding incoming data to all downstream requests at once. To further this, Yan et al.
[12], proposed altering the NDN protocol to include a Data packet aggregation scheme and
Interest packet segregation scheme to improve network utilisation efficiency.

Yan et al. [12] also propose to allow unsolicited data caching. This would increase the impact
of data muling, increasing data distribution in the network. Unsolicited data is any data that
arrives at a node for which there is no corresponding interest. Under the normal tenets of
NDN, this unsolicited data would be dropped.
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2.5 GLOSA

A GLOSA system informs vehicles of the optimum speed at which they should proceed in
order to pass a TLS during its green phase. GLOSA systems have been shown to reduce both
C02 emissions and fuel consumption [44]. Work relating to GLOSA systems dates back as far
as 1984 [45] but technological restrictions and low adoption hindered progress. The creation
of the 802.11p protocol [39] renewed efforts to implement GLOSA systems [13].

2.5.1 Traffic Light System

In a GLOSA system, traffic lights periodically share their signal phase and timing information
with vehicles within communication range. This allows vehicles to compute the optimum
speed to pass the TLS during its green phase based on the distance of the vehicle from the
TLS and the TLS’ signal phase and timing.

TLS’ can be static or adaptive. A static TLS follows a fixed sequence of states and transitions
indefinitely, remaining in each state for a fixed time. An adaptive TLS can change the
sequence of state transitions and the time that it remains in each state, based on information
received from external inputs. These external inputs could be information about the number
of pedestrians at a crossing or the number of vehicles stopped in a lane. An adaptive TLS
controller may perform a signal change with a lead time of 1 second and the state after that
change may not be known up until 1 second before it occurs [13].

2.5.2 CAM Packet

The packet type used to disseminate information about the signal phase and timing of a TLS
is called a Co-operative Awareness Message (CAM)[46]. CAM packets are used to provide
environmental information such as the local road topology or signal phase and timing of a
TLS.

2.6 State of the Art in Push-Based Communication
in NDN

From the initial papers by Grassi et al. [6] and Yan et al. [12], it is identified that push-based
communication in the NDN protocol could be beneficial. Two papers which discuss possible
implementations of push-based communication into the NDN protocol are "Enabling Push-
Based Critical Data Forwarding in Vehicular Named Data Networks" by Muhammaed et al.
[7] and "Internet of Things via Named Data Networking: The support of push traffic" by
Madeo et al. [47].
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2.6.1 Enabling Push-Based Critical Data Forwarding in Vehicular
Named Data Networks

Muhammad et al. [7] describe the need to implement a push-based method in VNDN for
critical-safety information dissemination. It is argued that the pull-based communication
model of VNDN proposals to date introduce sub-optimal data forwarding delay, especially
when considering critical data that needs to be forwarded promptly.

The paper implements a push-based caching and forwarding mechanism for VNDN that sup-
ports pushing content into the network to reduce content forwarding delay. To achieve this,
Muhammad et al. implement a beacon packet which is pushed into the network by a producer
with critical content. The beacon packet indicates to a consumer that they are about to re-
ceive unsolicited data and how many chunks of unsolicited data they are to receive. When
a consumer node receives this beacon packet, it creates synthetic interests in its PIT. These
synthetic interests are a means of making the data solicited, meaning that a consumer node
will now accept the incoming data chunks. The packet flow can be seen below in figure 2.10.

Figure 2.10: Packet flow as seen in [7], where (a) represents traditional ndn and (b) repre-
sents Muhammad et als. alterations

The event loop for a producer node is as follows. Any vehicle in the network can be a
producer of critical information. A producer will send a beacon towards their neighbouring
vehicle or RSU. The beacon contains information about the critical content, such as content
object name and size. Beacon packets are altered Interest packets, where an additional field
objectSize is implemented. The event loop for a producer is shown in figure 2.11. To stop
infinite reproduction of the critical data, a destination node TLV is added to the data packet.
When the critical data packet arrives at a desired RSU, it will not be forwarded.

Testing was performed using ndnSim (see section 2.7.1), in a scenario where a critical-safety
event has occurred. Two types of content forwarding are used, multi-hop and data muling.
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Figure 2.11: Pseudocode for RSU or CR as seen in [7]

There is one mobile producer in the network, one RSU destination and several intermediary
nodes. Testing was only performed for a single speed of vehicle, so it is not known how
the pushing mechanism performs for faster and slower vehicle speeds. Initial performance
evaluation showed promising results. The latency for an RSU to receive a critical Data packet
was two to three times less than standard NDN. Muhammad et al. conclude that implementing
a push mechanism for safety applications in VNDN is promising.

2.6.2 Internet of Things via Named Data Networking: The Sup-
port of Push Traffic

In this paper, Madeo et al. [47] consider NDN as a possible replacement for IP/TCP in
I.o.T applications. It is identified that certain traits in ICN lend themselves to I.o.T networks,
namely easy and scalable data access, energy efficiency, security and mobility support [48].
They also identify undesirable traits between ICN and I.o.T networks, namely I.o.T devices
being resource-constrained, the pulling of very small amounts of data and periodic push-based
data transmission from monitoring devices. NDN inherently supports the pull-based behaviour
of I.o.T networks and so the paper focuses on three possible push mechanisms that can be
implemented into NDN for I.o.T networks. The communication flow of each mechanism can
be seen illustrated in figure 2.12.

Two I.o.T traffic types that require push behaviour are identified, Periodic data and Event-
triggered data. Madeo et al. define periodic data as as a regular flow of content packets
originating from a device towards a control unit. Event-triggered data is defined as an alarm
that occurs asynchronously. For example, if the measured blood pressure exceeds a safety
threshold, the condition must be timely and reliably reported without solicitation.
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Madeo et al. have two main considerations when implementing each push-based communica-
tion method, reliability and the scope of the data. Reliability focuses on the countermeasures
put in place to cope with the potential loss of packets. Scope of the data is concerned about
the suitability of the proposals, given the intended use of the information. Two data scopes
are considered, local area traffic, where data is exchanged with nearby devices, and wide area
traffic, where data is transmitted over the internet.

The first push mechanism is Interest Notification, designed to support periodic and event-
triggered pushing of arbitrarily small chunks of data. This is achieved through including the
information in the Interest packet itself as a part of the name component. The idea of interest
notification originates from Francois et al. [49]. To ensure reliability, dummy data packets
are sent back from the consumer as acknowledgements. This approach does not alter the
core tenets of NDN. The use of an Interest packet means the data will not be cached in
intermediary nodes.

The second push mechanism is Unsolicited data, proposed for use at a scope of local area envi-
ronments. Unsolicited data can be used for periodic data or event-triggered contents without
any Interest solicitation. When a consumer receives Unsolicited data, they do not immedi-
ately drop the packet. First the signature is verified, duplicates are checked for and finally the
packet will be admitted into the CS of the node. For reliability purposes, an acknowledgement
data packet is then transmitted, the same as the Interest Notification implementation.

The third push-based method is Virtual Interest Polling (VIP), focused only on the periodic
pushing of data. VIP uses a concept known as the long-lived interest, conceived in [50]. A
long-lived interest is maintained in the PIT of a node for a long period of time. The purpose of
this is to allow for the immediate satisfaction of any periodically generated data on a node. The
VIP algorithm works as follows. Firstly, a consumer and producer perform a configuration step
where producer p and consumer c exchange information about the maximum interval between
successive Data generation, the ⌧ parameter. Consumer c then sends a long lived interest
and waits for the agreed time interval, vRTO, to receive data. vRTO is defined as ⌧ plus
a small safety hysteresis to allow for delay. vRTO is the lifetime of the long-lived interest.
When content is received in a timely manner, the long lived interest is simply refreshed. If the
vRTO expires before data is received, the consumer sends a regular interest and sets a normal
round-trip time (RTT). If a Data packet is not received within the RTT, another interest is
sent. Otherwise, on receipt of a data packet, the vRTO timer is newly started with the long
lived interest.

The scenario, implemented in Matlab, used to test the three pushing mechanisms is a single
consumer producer pair in a local area network with the periodic pushing of data. The two
metrics measured are the overhead in the network as a result of the data dissemination method
used and the average activity time of a device running each scheme. The overhead to the
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Figure 2.12: Packet flow between a consumer c and producer p for : Interest notification
(a), unsolicited data (b), and virtual interest polling (c) as seen in [7]

network is defined as the average number of packets required to successfully exchange a noti-
fication. The results for the three schemes showed that Interest Notification and Unsolicited
Data had a similar overhead but were almost double the overhead of VIP.

2.7 Tools

This section provides background information about the two tools that were used to develop
and evaluate the push-based communication methods in the NDN protocol. The two tools
used are ndnSim and Simulation of Urban Mobility (SUMO).

2.7.1 NdnSim

In order to perform experiments with the NDN protocol a means of evaluation is required.
This can either be a simulator or a testbed. A testbed is a real-world network which can
be used to evaluate alterations to a protocol. The team developing the NDN protocol, in
partnership with external institutions, have developed such a testbed [51]. Using a testbed
would restrict evaluation to the version of NDN which is installed on the nodes in the testbed
network [8]. This reason alone makes it impractical to use a physical testbed as a means
of evaluating alterations to the core NDN protocol. The NDN testbed mentioned in [51] is
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static and not applicable to evaluating VANETs. It would require considerable resources to
establish a VANET testbed for VNDN evaluation, making a testbed infeasible as a means of
evaluation for this dissertation.

For quick experimentation with enhancements to the core NDN protocol, it is more desirable
to use a simulator. Several simulators have been developed for experimenting with the NDN
protocol [52][53], with the preferred simulator for this dissertation being ndnSim [8]. ndnSim
is an open source NDN simulator based on the NS-3 simulator [54]. The purpose of ndnSim
is to provide the NDN community with a common, user-friendly, and open-source simulation
platform.

The functional logic of the NDN protocol is contained in the NDN Forwarding Daemon (NFD)
[9] and the NDN primitives that allow for real world experimentation are contained in the NDN-
CXX library [55]. NdnSim integrates with both NFD and NDN-CXX which allows ndnSim
to provide an integrated simulation environment for researchers and developers to deploy and
evaluate their real-world applications and alterations to the NDN protocol at a large-scale.
The structure of ndnSim can be seen below in figure 2.13.

Figure 2.13: Structural diagram of the ndnSIM design components [8]

ndnSim provides researchers and developers with helper classes that allow for the quick and
easy configuration of scenarios. NdnSim also provides Trace helpers which simplify the collec-
tion and aggregation of various statistical information about the performance of simulations,
at all levels, into text files. As ndnSim is integrated into NFD and NDN-CXX, researchers can
use the most up to date iteration of the NDN protocol. For these reasons ndnSim is an ideal
simulator for experimentation with the NDN protocol and the chosen simulator for scenario
creation and evaluation in this project.
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2.7.2 SUMO

SUMO is an open source traffic simulation package [56]. SUMO is a traffic simulation software
but also a suite of applications which help to prepare and perform the simulation of traffic
flows. In order to simulate traffic, two elements are required, road topology and traffic demand.

SUMO is a microscopic traffic simulator, this means that each vehicle and its dynamics are
modelled and simulated [56]. This is in comparison to macroscopic simulations where average
vehicle dynamics like traffic density and flow are simulated. For SUMO, it is assumed that the
behaviour of each vehicle depends both on the vehicles physical ability to move and the drivers
controlling behaviour [57]. SUMO’s microscopic model is based on the model developed by
Stefan Krauß[58].

Road topologies are created using the internal application NETCONVERT or its graphical
alternate NETEDIT. NETCONVERT is a command line tool which can import road topologies
from different data sources such as OpenStreetMap, OpenDrive, Shapefile or from other
simulators such as MATSim and Vissim [56]. NETCONVERT uses heuristic refinement of
missing network data to achieve the necessary level of detail for microscopic simulation such
as synthesizing TLS’ and right-of-way rules. This saves a user having to explicitly define every
component of the network.

Traffic demand can be defined as individual trips, flows or routes. The basic information
for defining traffic demand is departure time, origin, destination and transport mode such as
vehicle or pedestrian. When defining a route, a series of sequential edges to be traversed must
be provided. A flow defines the continuous insertion of vehicles into the network, distributed
either equally or randomly. These options allow for various levels of fine-grained control over
traffic generation in a simulation. Individual trips can be explicitly defined by a user or sumo
can insert vehicles into the simulation following a defined flow.

SUMO provides an array of possible output files to allow for quantitative evaluation. These
files can be enabled selectively and some possible outputs are vehicle trajectories, traffic data
from model detectors and trace files of vehicle paths during a simulation [56].
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3 Design and Implementation

This chapter details the design and implementation of unsolicited data and proactive pushing
in the NDN protocol for the dissemination of transient and periodic data. The chapter also
details the design and implementation of the scenario used to evaluate each data dissemination
method. Explanations of the design choices are discussed in detail.

The discussion of the implementation of unsolicited data and proactive pushing is focused
on providing a detailed understanding of exactly what is required in order to successfully
implement each push-based method. Both from a high level perspective to small architectural
details.

The discussion of the implementation of the scenario used to evaluate each method is focused
on providing an accurate means of comparison between pure NDN, unsolicited data and proac-
tive pushing. The final scenario implementation allows the hypothesis to be accurately tested;
implementing push-based communication in the NDN protocol for disseminating content that
is transient and periodic in VANETs improves network performance.

The design and implementation choices lead to the successful implementation of both unso-
licited data and proactive pushing into the NDN protocol. A suitable scenario for comparing
the performance of each method is also successfully implemented. Enhancements are made to
the NFD and NDN-CXX modules to implement unsolicited data and proactive pushing. The
implemented scenario is loosely based on a GLOSA system [13] comprising of a single TLS at
a four way intersection. The road topology and traffic modelling are created in SUMO. Traffic
models for varying vehicle speed and traffic densities are exported as trace files in a format
that can be consumed by ndnSim. The trace files describe the path taken by each vehicle over
the duration of a simulation. NdnSim defines the network scenario used to generate results
for the comparison between the different data dissemination methods.

3.1 Requirements

• Implementation of unsolicited data and proactive pushing to the NDN protocol.

• Implementation of a realistic scenario where the content in demand is transient and
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periodic.

• The scenario network conditions should have four configurable parameters. Allowing for
different configurations of vehicle density, vehicle speed, node transmission range and
data update frequency to be evaluated.

• The proactive pushing method should forward data beyond its single-hop neighbour.

3.1.1 Parameters

As stated in section 3.1, the ability to vary the vehicle density, vehicle speed, node transmission
range, and data update frequency are required. These parameters are chosen to alter the
network conditions of a simulation, allowing for a more comprehensive evaluation of each
data dissemination method.

Percentage Cars Per Hour (PCPH) defines the number of cars that use a lane per hour. PCPH
can be used as a measure of capacity for a given section of road. The Highway Capacity Report
[59] is used for vehicle density measures in this dissertation. The report defines lane capacity
as "the maximum number of vehicles that can pass a given point during a specific period under
prevailing roadway, traffic, and control conditions. This assumes that there is no influence
from downstream traffic operation, such as the backing up of traffic into the analysis point".
The PCPH of a lane should affect the volume of requests experienced in a geographic location.

Vehicle speed affects the length of time in which communication can occur between two
nodes in a network. It has been shown that in high mobility situations, network performance
is impacted by vehicle speed [60]. Therefore, it is important to test the performance of each
pushing mechanism over a range of vehicle speeds.

Transmission range impacts the effectiveness of data dissemination. Protocols have been
developed to make the best use of available transmission range in VANET environments [61];
showing that varying the physical distance at which a signal can be registered by a nodes
receiver impacts network performance.

There should be a positive correlation between the frequency of updates for transient data
and the number of packets in a network. This assumes that the frequency of updates matches
the request frequency of nodes in the network. As the frequency of updates increases, the
number of packets should increase. This could add extra overhead to the network, increasing
congestion, and so the effectiveness of each data dissemination method should be evaluated
as the update frequency of nodes increases.
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3.1.2 Scope of the Data

The scope of the data refers to the geographic area in which the data has meaning, as
discussed in section 2.6.2. The scope of the data will impact the requirements for disseminating
information in a VANET, such as whether it is possible to route the data. If data is of a global
scope then it is important that it be routable. In the case of a GLOSA system the data only
holds significance within its immediate geographic area; the paper by Tielert et al. [44] found
communication ranges greater than 600m to not be useful in GLOSA systems. Therefore, it
can be argued that the data has a local scope, removing the necessity for it to be routable.

While the data is not required to be routable, the original design for proactive pushing had a
desire for it to be forwardable. Forwardable refers for the ability of a piece of data to continue
propagating throughout the network beyond its immediate single-hop neighbour. This means
the data is not following a symmetric route to a consumer but is still being forwarded, on a hop
by hop basis, throughout the network. There are two requirements for this to be possible. The
first requirement is that the data must not flood the network, ideally only reaching each node
once. The second requirement is that the data should not go beyond its area of significance.

The first requirement is satisfied by the CS of a node checking whether it has already received
a piece of data. If the node has the data in question in its CS then it ignores any new incoming
data. If not, then the data is stored in the CS of the node and forwarded following the original
algorithm described in section 3.3.

Two possible approaches were identified for the second requirement. In the first approach,
data could have geographic information stored in its name, similar to the method described by
Grassi et al. [43]. This geographic information could then be used to determine the distance
of the data from the producer on a hop by hop basis. Each node has a probability of forwarding
a pushed piece of data that is inversely proportional to the distance from its point of origin,
p˜ 1

d , similar to the method described by Xia et al. [62].

In the second considered approach, the data is given a lifetime, called a freshness period. The
concept of a freshness period already exists in the NDN protocol and is implemented in NFD
by default. When a piece of data is created by a producer, a freshness period TLV is encoded
into the Data packet as a sub-block of the meta-information TLV. When a piece of data
arrives at a node which satisfies the criteria to be cached, its freshness period is converted
into a timestamp that determines the point in time at which the data becomes stale. Stale
data is still valid data and it is up to the caching policy of a node to determine if the data
will be removed when it becomes stale. This means that the application has to specify that
the interests it creates should be satisfied by fresh data, as there is no guarantee that a nodes
cache replacement policy has removed stale data. This is achieved by setting the MustBeFresh
field of an Interest packet. When this boolean field is set and encoded in a Interest, it is only
allowed to be satisfied by data whose freshness period has not expired.
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The final design implements the second considered approach for limiting the range of a data
packet. In the case of periodic data, it is known exactly when a piece of data will become stale;
when new data is generated. If a producer is creating a new piece of content every second,
then the freshness period of that piece of data is also one second. The GLOSA application
for consumers in the network sets the MustBeFresh field of the interest packets it creates and
the producer sets the freshness period to match the frequency that it generates new updates.
Another factor to be considered is the amount of divergence from the NDN protocol, this
should be kept to a minimum and is done so in this case by using the pre-existing freshness
semantics.

3.2 High-Level Overview

The core components of the solution are shown below in figure 3.1. The road topology
and traffic demand characteristics are defined using XML statements that are interpreted by
NETCONVERT to produce a network that can be read by the SUMO application. SUMO
then generates a traffic simulation. From the traffic simulation a trace file is output which
can be read by ndnSim. The trace file is used to define the path that nodes will follow in
the ndnSim simulation. The NFD and NDN-CXX modules are enhanced with two additional
methods of information dissemination, unsolicited data and proactive pushing. The scenario
is defined using ndnSim through the use of various helper classes. With the trace file, ndnSim
scenario and adjustments to the NDN protocol, testing can occur to evaluate the effectiveness
of pure NDN, unsolicited data and proactive pushing in disseminating data that is transient
and periodic.

Figure 3.1: High Level implementation overview

The core components can be broken down into three areas for discussion. Firstly, the alter-
ations required to the NFD module to implement both unsolicited data and proactive pushing.
Secondly, the alterations required to the NDN-CXX module to implement proactive pushing.
Finally, the steps required to correctly configure a suitable simulation for evaluating pure NDN,
unsolicited data and proactive pushing.
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3.3 NDN Forwarding Daemon

NFD is the network forwarder that implements the core functionality of the NDN protocol.
The design of NFD emphasizes modularity and extensibility to allow for easy experimentation
with new protocol features, algorithms and applications [9]. The main functionality of NFD
is to forward Interest and Data packets. An overview of the modules in NFD are shown in
figure 3.2.

Figure 3.2: Overview of NFD modules and dependencies [9]

To understand the changes that are required in order to implement unsolicited data and
proactive pushing, it is best to have an understanding of the modules and their significance in
NFD. In particular the Forwarding module where the pipelines, that were discussed in section
2.2.4, are expanded to include pushing and acceptance of unsolicited data.

The core packet forwarding logic is implemented in the Forwarding module. Here the logic of
forwarding is broken down into two sub-modules, forwarding pipelines and forwarding strate-
gies.

Forwarding pipelines define a series of steps that are to be taken for each packet. For example,
if a node receives a Data packet, it is first inserted into the OnIncomingData pipeline. The
first operation performed is to check if the node contains entries in its PIT for the arriving
data. All matched entries are then selected for further processing. If no entry exists in the
PIT, then the data is sent to the OnUnsolicitedData pipeline and dropped. In the case that
matches are found, the data is added to the CS of the node and the forwarding strategy of
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each selected entry is notified of the arrival of the data. This is because NFD is stateful,
it will track the performance of each route that interests can be forwarded down, storing
performance metrics in a measurements table. This information is used to influence future
forwarding decisions of the Forwarding Strategies for each namespace. Where a namespace
is the section of a data name that is an identifier for a grouping of related data. The final
step is to send data to all downstrean interfaces, recorded in the PIT, through which interests
for the data arrived. It is common for packets to be handed from one pipeline to another as
conditional checks on a packet are performed. This is seen in figure 3.3.

Forwarding strategies provide the intelligence to make decisions on whether, when and where
to forward interests. Forwarding strategies are invoked from forwarding pipelines as a packet
is processed. Forwarding strategies also receive metrics about the outcomes of forwarding
decisions. These outcomes will be used to inform future forwarding decisions. Forwarding
strategies can be invoked on a per namespace basis allowing applications to use the strategy
best suited for their intended function. For example a file sharing application may want to
use paths with the highest bandwidth whereas a web call application may want the path with
the least delay [9].

Figure 3.3: Overview of NFD pipelines [8]

The business logic of the proactive pushing and unsolicited data algorithms are implemented as
their own pipelines within the forwarding module of NFD. In the base NDN forwarding module
the OnUnsolcitedData pipeline exists and is entered from the OnIncomingData pipeline. The
same control flow is used to enter the proactive pushing pipeline that is created for this
dissertation; discussed in more detail in section 3.3.1. No alterations are required to implement
the desired OnUnsolicitedData behaviour, instead the ndn::UnsolicitedDataPolicy class will be
altered, discussed in section 3.3.2.

Both methods could be implemented in the OnIncomingData pipeline, but this would harm
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the future modularity and extensibility of the forwarding pipelines. Instead the unsolicited data
and proactive pushing methods should have their own pipelines. The pipelines are invoked
from the OnIncomingData pipeline, as a results of conditional logic invoked by the state of
an arriving data packet, which is discussed in section 3.4. The updated branching options for
the OnIncomingData pipeline can be seen in figure 3.4.

Figure 3.4: Branching options from OnIncomingData pipeline after adding the proactive
pushing pipeline, Pushed Data

3.3.1 Proactive Pushing Pipeline

The proactive pushing pipeline, referred to as the Pushed Data pipeline, is invoked from the
OnIncomingData pipeline, as mentioned in 3.3. When a piece of data enters the Pushed Data
pipeline, the CS of a node will be checked to see if it already contains the data. If it does,
then the data is ignored, otherwise the data is inserted into the nodes CS. This check occurs
to stop data flooding the network, satisfying the first requirement for forwarding, as discussed
in section 3.1.2.

If data was inserted into the CS of a node, it should be forwarded. Since NDN uses symmetric
routing, as mentioned in section 2.2.4, data follows the exact path taken by a corresponding
interest packet; this is not possible with pushed data. To enable forwarding of pushed data,
a node must know where it wishes to send data. Pure NDN will perform a PIT lookup to
discover the faces data should be forwarded to in order to satisfy requests, as discussed in
section 2.2.4. In the case of pushed data, there will be no PIT entries. Instead the FIB is
used to direct forwarding, as would be done for an interest packet. A FIB lookup performs a
longest prefix match on the name of the data packet and returns a list of possible next hops.
To ensure a next hop is returned, the producer application configures the FIB with a network
interface that can broadcast data to be pushed, discussed in section 3.7.3. The pipeline then
determines the lowest cost next hop. The cost of a hop is determined by the Forwarding
Strategy for a namespace or manually configured on startup. When the lowest cost hop is
found the data is pushed to that Face.

31



Algorithm 3.1: Pushed Data pipeline
Input: Data

1 if !(Data in CS) then

2 Insert Data into CS ;
3 Get possible next hops for Data from FIB
4 for Possible next hops do

5 if hop.cost < minCost then

6 minCost  hop.Cost;
7 end

8 end

9 for Possible next hops do

10 if hop.cost == minCost then

11 Send data to hop;
12 end

13 end

14 end

It should be noted that when a packet arrives at a node, the NDN protocol sets the cost of
the face to 231. This is a check in the NDN protocol to stop any packet being forwarded back
through the face that it came through. Nodes are only aware of one network face to push
data through. The consequence of this is that pushed data will always be forwarded up to the
application layer on arrival at a node because the application face will have the lowest cost.
If pushed data is to be forwarded then it will have to be done so at the application layer in
the same way a producer would push data. This created another issue, the data that is sent
back down from the application layer to be further forwarded will be ignored. This is because
it is still marked as a pushed data packet and will therefore enter the pushed data pipeline.
Here is will fail the first conditional check as the data will already be contained in the CS of
the node.

These issues were discovered late in the development cycle of this project and there was
insufficient time to implement a fix that would allow the pushed data to be forwarded through
the network. One possible solution is to make nodes aware of many network interfaces to
forward the pushed data to as well as the application face. Another potential solution is to
have separate control flows for incoming and outgoing data. This can be achieved by checking
the type of face that the data has arrived from. If it is an application face, then the data
is outgoing and should ignore the Data in CS check. If the data has arrived from a network
face, than the data is incoming and should be subjected to the CS check.

3.3.2 Unsolicited Data Pipeline

The pipeline for unsolicited data is invoked from the OnIncomingData pipeline. Each node
has a UnsolicitedDataPolicy which is consulted when deciding whether an incoming piece
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of unsolicited data will be accepted in the CS of a node. The policy is by default set to
DropAllUnsolicitedDataPolicy, but can also be one of AdmitLocalUnsolicitedDataPolicy, Ad-
mitNetworkUnsolictedDataPolicy or AdmitAllUnsolicitedDataPolicy.

AdmitLocalUnsolicitedDataPolicy will accept unsolicited local data packets. A local data
packet is any packet generated under the "localhost" prefix. This is used for communication
between the NFD instance of a node and the applications running on a node.

AdmitNetworkUnsolictedDataPolicy will accept unsolicited network data packets. A network
data packet is any packet coming from a network interface on a node.

AdmitAllUnsolicitedDataPolicy will accept all unsolicited data packets. This is a catch all that
encompasses the AdmitLocalUnsolicitedDataPolicy and AdmitNetworkUnsolictedDataPolicy
unsolicited data policies.

The desired type of unsolicited data is network packets. Therefore, to enable the correct un-
solicited data, the AdmitNetworkUnsolictedDataPolicy needs to be selected. This is achieved
through altering the NFD source code with a default of AdmitNetworkUnsolictedDataPolicy.
This would not be sufficient for a production system where different applications will require
different caching behaviour but is suitable for the purpose of evaluating the performance of
unsolicited data against pure NDN and proactive pushing.

The pipeline itself is a check of the UnsolicitedDataPolicy of the NFD instance running on a
node.

Algorithm 3.2: Unsolicited Data pipeline
Input: Data

1 decision UnsolicitedDataPolicy .decide(Data);
2 if decision = cachethedata then

3 insert data into CS;
4 end

3.4 NDN-CXX

NDN-CXX is a C++ library implementing primitives for NDN. It is used by NFD for an
implementation of the TLV format, encoding, security, data packets, interest packets, face
abstraction and more. To stay within scope, only primitives requiring alteration in the imple-
mentation of pushing mechanisms will be discussed, namely the Data packet, meta-information
and TLV encoding primitives.

As mentioned in section 3.3, how incoming data packets are processed depends on conditional
logic evaluated based on the state of the packet. In order to implement a proactive pushing
mechanism into the NDN protocol, it must be possible to infer whether a data packet has been
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pushed. This is achieved by adding a flag to the Data packet primitive, indicating whether a
packet has been pushed.

A Data packet is simply a collection of TLVs under TLV0, which indicates the type of packet,
as discussed in section 2.2.2. A data packet is comprised of its name, meta-information,
content and signature. A data packets meta-information block is a sub-TLV consisting of
Content Type, Freshness Period, Final Block ID and additional application meta-information.
This is shown in figure 3.5

Figure 3.5: Data packet as seen in [10]

3.4.1 Meta-Information

A data packet being pushed can be represented by a boolean flag that adds information
about the state of the packet. As being pushed is additional information about the state of
a packet, the pushed member variable is implemented in the meta-information primitive and
not the Data packet itself. Adding a pushed flag to the meta-information block is not a simple
process and any misstep will cause the packet to be incorrectly encoded and decoded, losing
information.

The final design includes the addition of a flag indicating that a data packet is pushed to the
meta-information primitive. When encoding a new block into the meta-information TLV there
are three requirements, a type number, length and value. The type number assignment is
discussed in section 3.4.2. The NDN-CXX library comes with a block helper class for encoding
different formats, such as string or integer values. An empty block can be used to signify if a
piece of data is pushed. An empty block refers to the value section being empty but the type
and length components still contain information. The existence of an empty block indicates
that the data packet has been pushed. This was determined to be the most memory efficient
implementation of the pushed member variable, keeping the header size to a minimum.

With the updated meta-information primitive, the Data packet can now be updated to include
getter and setter methods that allow for conditional logic to be performed on a Data packet
within the forwarding pipelines as outlined in section 3.3.
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3.4.2 Type Number Assignment

A new TLV type is created for the pushed flag. NDN has a packet format specification
[63] which defines how the TLV system is used in the NDN protocol and the type number
reservations. A type number of 32 is reserved for pushed data. This was formerly reserved for
SelectedDelegation but will have no impact or significance on the encoding and decoding of
a data packet.

3.5 Scenario Design Considerations

This dissertation aims to evaluate the performance of the pure NDN, unsolicited data and
proactive pushing data dissemination methods in a scenario where the data is transient and
periodic. A GLOSA system was identified as a scenario that satisfies those criteria. The
scenario development is broken down into two components, traffic simulation and network
simulation. SUMO [56] is used to define the road topology and traffic demand, performing
traffic simulations of an intersection for various speeds and densities of vehicle. NdnSim [8]
is then used to define the network characteristics, varying the data update frequency and
transmission range of nodes in the network.

It is possible to link the simulators, having ndnSim perform V2X communication during the
runtime of a SUMO traffic simulation. To achieve this, a middleware such as VSimRTI
can be used [64]. This allows for a full, comprehensive ITS simulation, where vehicles can
alter their behaviour as a result of network communication between V2X applications. This
approach is not necessary in the final design used to evaluate the performance of each data
dissemination method. This dissertation aims to compare the performance of each pushing
method under near identical network conditions. If nodes alter their behaviour during the
course of a simulation due to the data dissemination method being used, then each comparison
is not being subjected to exactly the same network conditions. The density of vehicles in a
given area can alter as well as the speed vehicles are travelling. This is also the reason that the
applications developed for use in the evaluation only emulate the communication patterns of a
GLOSA system; it should not cause any dynamic behaviour in vehicles. The network conditions
that each method of data dissemination is subjected to should be as similar as possible so as
to have a fair and accurate comparison for transient and periodic data dissemination methods.

The approach implemented in this dissertation is that the path taken by each vehicle in each
SUMO simulation is imported into ndnSim by the use of trace files. The trace files are
output at the end of a SUMO traffic simulation and are used to inform ndnSim about the
number of nodes required and each nodes mobility for the duration of the network simulation.
The use of trace files ensures that the network conditions are as similar as possible for each
data dissemination method. The design and implementation of traffic modelling is discussed
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in section 3.6 and the design and implementation of the network simulation is discussed in
section 3.7.

3.6 Traffic Modelling

SUMO is used to define the road topology and simulate traffic models. SUMO provides a well
documented and mature set of tools to accurately simulate traffic models. On top of this,
SUMO provides support to export trace files that can be then be used in ndnSim to define
the nodes path during network simulations. There are two key parameters that will be defined
in SUMO, speed and PCPH. Speed is configured when creating the road topology, as will be
shown in section 3.6.1, and PCPH is configured when defining traffic flows, as discussed in
section 3.6.3.

3.6.1 Road Topology

It is possible to quickly create a road topology using the OSM Web Wizard tool [65] that is
packaged with SUMO. The tool opens a webbrowser and allows a user to select geographic
regions from OpenStreetMaps. It also provides some controls for specifying random traffic
demand for different traffic modes. Figure 3.6 shows an image of the OSMWebWizard portal.

Figure 3.6: Web portal of OSMWebWizard

The tool is easy to use and allows users to quickly generate road topologies and traffic demand.
OSMWebWizzard is not used in the final design because the tool lacks fine grained control
over traffic demand, which is randomly generated when using the OSMWebWizard tool [56].
When attempting to re-create real world road topologies, the OSMWebWizzard tool would
be an ideal candidate. But the scenario required for this dissertation is a simple intersection
topology and so it is preferred to manually configure the road topology in order to have greater
control over traffic demand in the simulations.

Manual configuration of road topology is achieved through the use of XML definitions that
are input into NETCONVERT. NETCONVERT generates the road topology used by SUMO
in simulating traffic. Road topologies are defined as a series of nodes and edges. Nodes are
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defined in a .nod.xml file. Each row in the document defines a node, giving the node an id,
x position, y position and optional type. This is seen below in figure 3.7.

Figure 3.7: Node definition in .nod.xml

Edges are defined in a .edg.xml file. Edges define the connections between two nodes in the
road topology. Each row in the schema defines an edge. An edge consists of an edge ID,
from node ID, to node ID, lane priority, the number of lanes and the max speed of a lane.
The priority is an ordinal number that determines right-of-way rules. An edge definition can
be seen velow in figure 3.8. The edges and nodes are all that NETCONVERT requires to
generate the topology of an intersection.

Figure 3.8: Edge definition in .edg.xml

The incoming and outgoing edges to an intersection must also be defined. This is done in
a .con.xml file. Vehicles in the network that are approaching an intersection need to know
whether they may perform a right turn, left turn, U turn or continue straight and which lane
a vehicle needs to be in to perform these actions.

Combining the .con.xml, .nod.xml and .edg.xml file, the four way intersection shown in fig-
ure 3.9. Each road consists of six lanes, three in and three out. NETCONVERTs heuristic
refinement of missing data means that not every detail needs to be defined [56], allowing
unimportant features to be completed by NETCONVERT. Certain features of the road topol-
ogy, such as right of way rules at the intersection, are not of major concern so long as each
lane receives the intended PCPH.

Figure 3.9: Intersection created by NETCONVERT
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3.6.2 Traffic Light System

As explained in section 1.2.5, a fully functional GLOSA system is not implemented. This
means that a static TLS can be defined using SUMO. A static TLS refers to the sequence of
signal phase and timings being fixed. NETCONVERT will automatically generate traffic light
programs for junctions during the construction of networks.

3.6.3 Traffic Demand

Traffic demand for simulations in SUMO can be defined as singular trips, routes or flows as
mentioned in section 2.7.2. The definition of traffic demand is done manually using XML and
is defined in a .rou.xml file. A row can define one of four things, a vehicle type (vType), a
route, a vehicle, or a flow. A vehicle type defines the characteristics of a type of vehicle in
the network, such as acceleration, deceleration, top speed, length and so on. A vehicle is an
instance of a vehicle type, with an ID, a departure time, a colour, and a route. A route defines
a series of edges in the network to be traversed. A flow defines repeated vehicle emissions
into the network following a distribution or equi-distant time spacing.

Flows are used for the generation of vehicles in the simulation. With flows, vehicles will enter
the network distributed either equally or randomly over a given time period, depending on the
chosen flow and value. There are three possible types of flow to choose from, vehsPerHour,
period, and probability. In the vehsPerHour flow, vehicles enter the network equally spaced,
determined by the chosen value, to ensure that an exact amount of vehicles travel on a lane
per hour. If a value of two hundred is chosen, then a vehicle will enter the network every
eighteen seconds, per lane. The period flow defines the equally spaced insertion of vehicles
into the network at a given period. The probability flow has a chance of inserting a vehicle
into the network each second with probability p.

The vehicles per hour flow was chosen to satisfy the PCPH parameter requirement, discussed
in section 3.1.1. Each lane has a flow specifying the flow ID, start time, end time, from lane,
to lane and the vehPerHour, as seen in figure 3.10.

Figure 3.10: Flow definition in .rou.xml

After defining the traffic demand for a simulation the road topology will be populated with
vehicles when a simulation is run. Vehicles will be inserted into the road network following
the flow that has been defined. Figure 3.11 shows the intersection populated with vehicles
after the traffic demand has been specified.
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Figure 3.11: Intersection created by NETCOVERT with traffic demand

3.7 Network Scenario

The network scenario design can be broken down into three components, the consumer ap-
plication, producer application and scenario configuration. A custom consumer and proactive
producer application are developed. These custom applications as well as the ndnSim example
producer application are used to exhibit a communication pattern similar to that of a GLOSA
system. Network configuration and setup is performed in what ndnSim calls a scenario. The
network scenario defines the nodes in the network, the mobility patterns that they will follow,
the full network stack running on the nodes and the applications installed on each node. The
network scenario is also where the run-time for the simulation is defined as well as defining
the network tracing to be used over the duration of a simulation, which will provide the data
required to evaluate each simulation.

3.7.1 Applications

Applications in ndnSim inherit from the ndn::App class which contain methods triggered when
packets arrive at or leave the application layer through an application interface. To receive
packets the OnData, OnInterest, and OnNack methods of the ndn::App class need to be
overridden. To send packets to the instance of the NDN protocol on a node, the SendData
and SendInterest methods of the ndn:App class should be used, passing a correctly formed
Data and Interest packet respectively.
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3.7.2 Consumer Application

A custom consumer application is designed and implemented that periodically requests up-
dates for content under a given namespace. The consumer application has three configurable
attributes, the name of the data to be requested, the frequency that data will be requested,
and a trace object for recording application level metrics. Upon startup, the application waits
a random back-off time before requesting the first packet. This time is determined by a
uniform distribution between 0 and 2 ⇤ 1/frequency which is seeded to ensure reproducibility.
This is done to ensure that all consumers in the network do not request updates at the same
time as this is unlikely to occur in a real world scenario. After requesting the first packet,
a consumer application requests updates at a fixed period. Request scheduling is performed
by the NS-3 scheduler. NS-3 [54], which is the basis that ndnSim is built from, uses its own
internal simulation time. When scheduling events during the course of a simulation, the NS-3
scheduler should be used to ensure that events are scheduled with respect to the simulation
time and not the system time.

Algorithm 3.3: Push VNDN Event loop for Consumer c
Possible Events: startup s, creation of interest i , arrival of data d

1 switch event do

2 case s do

3 Schedule Next Packet;
4 case i do

5 create valid interest i ;
6 tell i it must collect fresh data;
7 broadcast interest i ;
8 Schedule Next Packet;
9 case d do

10 Send information about arrival of packet d to application layer tracing;
11 end

3.7.3 Producer Applications

Two producer applications are used. For simulations using the pure NDN protocol and for
unsolicited data scenarios, the example producer application that is packaged with ndnSim is
used. For simulations using the proactive pushing method, a custom producer application is
used that is able to push data packets into the network. For all producer applications, the
freshness period of a piece of data is the same as the update frequency for the transient data.
The size of the data packet is fixed at 600 bytes. This was found to be the upper bound of
CAM packet sizes of a Renault vehicle in an urban or highway environment [66].
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Pure NDN and Unsolicited Data Application

In the pure NDN and unsolicited data scenarios the producer is required to reply to arriving
Interest packets with Data packets of a set size and with an identical name to the incoming
interest. The example producer application satisfies these requirements. It has a set of
attributes that can be set defining the namespace it contains data for, the payload size of data
packet responses, the freshness period of data packets it creates, application specific signatures
for security features and a postfix that is appended to the name of created data packets. Only
the namespace, payload size and freshness period attributes need to be configured for a
scenario evaluating pure NDN or unsolicited data.

Proactive Pushing Application

The proactive producer application has two functions. It will respond with a data packet to
any for data in a given namespace and it will push data packets into the network at a fixed
period under the same namespace. The proactive producer application has four attributes, a
name prefix that the application responds to, the payload size for data packets it produces, the
freshness period of data packets it produces, and the update frequency for the transient data
that the proactive producer is pushing into the network. As with the consumer application,
the proactive producer will wait a random back-off time defined by a uniform distribution
before starting to push data into the network at a given period.

The proactive producer requires an entry in its FIB for the namespace under which it pushes
data. To create an entry, the "Face" of a network device will be required as well as an assigned
cost. All communication in NDN is performed through the "Face" abstraction, regardless of
whether the packet originates from an application on the node or from a network device. The
NDN protocol API, installed on each node, is used to get the Face associated with a given
network device. The NDN API is then used once again to add the network device Face, with a
cost of 1, as a path for data in the nodes FIB. A cost of one is provided so that the Forwarding
Strategy of a node uses the manually configured path.

There are two scenarios when a producer will forward data into the network, when responding
to an interest packet or when pushing data into the network. The only difference between
the state of the two generated data packets is that one is pushed and the other is not. A
boolean flag is added to the application logic for sending data packets to indicate whether
the generated packet should contain the pushed TLV block, discussed in section 3.4, or not.
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Algorithm 3.4: Push VNDN Event loop for Producer p
Possible Events: startup s, arrival of interest i , pushing of d

1 switch event do

2 case s do

3 Get Network Interface;
4 Add path to FIB for prefix with interface and cost 0;
5 Schedule Next Packet;
6 case i do

7 SendData(false);
8 case d do

9 SendData(true);
10 Schedule Next Packet;
11 end

12 Function SendData(isPushed: bool) is

13 Create valid data packet;
14 Set freshness period to request frequency;
15 if isPushed = true then

16 set pushed flag of data packet to true value;
17 end

18 Send Data packet to NDN protocol;
19 end

3.7.4 Scenario Design

To create a scenario in ndnSim, the environment in which simulations will run must be
configured. As mentioned in section 2.7.1, ndnSim has helper classes that can be used to
configure the network stacks of each node in the simulation, install applications, configure
tracing, configure how nodes move in the network and much more.

The components that need to be configured for the simulation are the mobility models of
nodes, the physical layer characteristics, the data link layer characteristics, the network/transport
layer, the applications running on the nodes, and tracing to gather data for evaluation.

NdnSim inherits mobility models from the NS-3 simulator. These models allow nodes to
physically move over the course of a simulation. The models are simplistic, allowing for
nodes to perform random walks, move in straight lines or follow some pre-defined route. It
quickly becomes apparent that the pre-defined mobility models are not sufficient when trying
to realistically simulate traffic flow. This is why the trace file function from NS-3 is used. The
trace file explicitly defines the route of every node in the simulation and is coded in an NS-3
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specific format. SUMO can export the route taken by every vehicle in a traffic simulation
as an NS-3 formatted trace file. The trace file method is used to define the mobility of the
consumer nodes during a ndnSim simulation. The producer node, which is a single TLS at
the centre of an intersection, uses a constant position mobility model that means it is fixed
in place.

The IEEE WAVE protocol [41] is chosen for the physical and data link layer over a cellular
equivalent such as LTE-V [67]. The WAVE protocol is well supported in NS-3, allowing for the
simple and accurate physical and data-link layer implementation for a VANET scenario. The
Yet Another Network Simulator (YANS) [68] helper within NS-3 is used to configure the WAVE
network controllers on each node. NS-3 allows the stacking of different propagation delay and
loss models for tuning wireless channel characteristics through various combinations of pre-
built and custom models. The transmission range of a node can be configured using YANS.
This is achieved through using YANS implementation of the constant speed propagation
delay model and YANS log distance propagation loss model, varying the exponent value of
the propagation loss model to control transmission range.

A propagation loss model defines how signal power decreases as it travels through the physical
medium. The log distance model is the default model for YANS calculated as such L =

L0 + 10n log ( d
d0
) where L0 is the path loss at the reference distance, n is the path loss

distance exponent, d is the distance in metres, and d0 is a reference distance. In the case of
YANS, the reference distance d0 is 1 metre and the default value of the exponent n is 3 [68].

A propagation delay model defines the speed at which a signal travels through the physical
medium. Using a constant speed propagation delay model results in signals travelling at a
fixed speed which is the speed of light in vacuum by default. Unfortunately, the only reasoning
for this choice is the transmission range for nodes in the network could not be altered unless
this model was used with the log loss model as described above. The use of a constant speed
propagation model will not harm the results of the simulation as the differences in performance
of each data dissemination mechanism will be the same.

Through experimentation it was found that setting the exponent of the log loss model to 3,
2.72 and 2.55 will provide a transmission range of 100m, 200m and 300m respectively.

The NDN protocol is used for the network/transport layer of each node. NdnSim has the
ndn::StackHelper class to allow for the quick and easy installation and configuration of the
NDN protocol on each node in the network. Using the stack helper, the consumer nodes are
configured with default routes, are set with a CS size of 2, though this is not required, and
are set to use a least recently used cache replacement policy. The only required difference
for the producer node is disabling the cache. The producers cache is disabled to prevent the
constant caching of data packets that the node is producing as it was found to inhibit the
dissemination of pushed data. For a production system the cache needs to be enabled so the
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TLS could take on the role of a road-side unit (RSU).

The final scenario configuration step is installing applications on nodes in the network. Three
applications are used, one consumer application for all simulations and two producer applica-
tions, one for base NDN and unsolicited data dissemination simulations and one for proactive
pushing simulations. The ndn::AppHelper is used to install applications on nodes in the
network. This helper class allows the application attributes to be set.

After configuration the scenario is ready to run. NdnSim uses the python build tool waf to
compile and run scenarios. Figure 3.12 shows a running simulation being visualized using the
pyviz application that comes with ndnSim.

Figure 3.12: Running simulation using base NDN, visualized using pyviz

3.7.5 Summary

This chapter detailed the design and implementation of two additional data dissemination
methods into the NDN protocol, unsolicited data and proactive pushing. The design and
implementation of a scenario used to evaluate each method and pure NDN was also discussed.
Both unsolicited data and proactive pushing were successfully implemented, but the forwarding
of data in the proactive pushing method could not be achieved during the time frame of
this project. A scenario, consisting of a four way intersection with a TLS at its centre, is
implemented using SUMO and ndnSim. SUMO is used to perform the traffic modelling which
is recorded in trace files. NdnSim is used to perform network simulations, importing the trace
files exported by SUMO to define the consumers mobility.
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4 Evaluation

In this chapter, the performance of unsolicited data and proactive pushing are examined.
Pure NDN is used as the control case. Evaluation is performed using the scenario described
in section 3.7.4; a four lane intersection with a TLS exhibiting the communication pattern of
a GLOSA system. A simulation is run for each combination of vehicle density, vehicle speed,
update frequency and node transmission range, totalling 162 unique simulations. Congestion,
delay and cache hit ratio, defined below in section 4.1.1, are the three metrics used to measure
network performance.

4.1 Data Dissemination Method Testing

To ensure a fair and accurate evaluation of pure NDN, unsolicited data and proactive pushing,
each method is evaluated using the same trace files. Each method is simulated in ndnSim for
all combinations of trace file, transmission range and update frequency. All distributions are
seeded to ensure deterministic behaviour where possible, such as the back-off time before a
node starts to communicate. The possible values of each parameter, defined in section 3.1.1,
are shown below.

• PCPH: 285v, 950v and 1900v where v stands for vehicles per lane per hour

• Vehicle Speed: 30km/h, 60km/h and 100km/h where km/h stands for kilometres per
hour

• Transmission Range: 100m, 200m, 300m where m stands for metres

• Update Frequency: 100ms, 1s

The HCM manual [59] defines 1900 PCPH as 100% utilisation of a lane. The values of 285v,
950v, and 1900v, representing 15%, 50% and 100% lane utilisation respectively, are chosen
to represent sparse, medium and dense scenarios.
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4.1.1 Testing Metrics

As stated in chapter 1, transient and periodic data in NDN could have a negative affect on
the congestion and delay experienced in a network. Therefore, the metrics described below
are chosen based on their suitability in measuring the performance of a network in terms of
congestion and delay. The three metrics used are congestion, delay and cache hit ratio.

Congestion

Congestion is measured as the total number of packets in the network for all simulations.
The rate tracer provided by ndnSim is used to calculate the congestion in the network. Any
packet being received or sent from a face in a node is recorded; this includes application and
system-level faces. The rate tracer encodes a timestamp, node ID, face ID, face description,
packet type, packet rate, kilobyte rate, packet numbers and kilobyte throughput into each
recorded metric. The only desired information is the timestamp, face description and packet
count. The packet numbers is the total number of packets recorded during a time period,
which is one second for the simulations. The face description is required to filter out any
non-network face.

As the number of packets in the network increases, the network overhead increases, which
increases the likelihood of negatives effects such as packet drop and low throughput [36].

Delay

Delay is measured as the average time taken for the most recent interest to be satisfied for
all nodes in the network over all simulations. The application tracer provided by ndnSim is
used to calculate delay. Delay is measured as last delay, which is the time taken for the most
recently created interest for a piece of data to be satisfied. The application tracer encodes a
timestamp, node ID, application ID, sequence number, delay type, delay in seconds, delay in
micro-seconds, a re-transmission count and a hop count into each recorded metric. For the
purpose of this dissertation only the timestamp, delay type, delay in seconds and hop count
are used. The delay type can be either last delay or first delay. First delay is the time taken
for the first interest created for a piece of content to be satisfied. Last Delay is the time taken
for the most recently created interest for a piece of content to be satisfied.

Cache Hit Ratio

Cache Hit ratio is measured as the average cache hit ratio for all nodes for all simulations. A
cache hit ratio is the number of cache hits over the number of cache hits and cache misses.
The CS tracer provided by ndnSim is used to calculate the cache hit ratio of each node during a
simulation. In-network caching is an important feature of the NDN protocol and is an effective
tool for disseminating information. A cache hit ratio can indicate how effectively data is being
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disseminated in the network. The CS tracer encodes into each metric a timestamp, node
ID, type of counter for the time period and packet count for the time period. The type of
counter for the time period can be one of cache hits or cache misses. For better processing
the metrics are converted to a tidy data format [69] where cache hits and cache misses are
their own variables. The cache hit ratio is calculated with the formula described below.

Ratio =
CacheHits

CacheHits + CacheMisses

4.2 Results

162 unique simulations were run, each simulation ran for a duration of 100 seconds and every
combination of vehicle density, vehicle speed, transmission range, update frequency were
tested for each method. All vehicles in the network drove using the same model implemented
in SUMO and developed by Krauß[58]. Network conditions were identical in each simulation
apart from the data dissemination method used. The physical and data link layers use the
WAVE protocols. The link speed is 6Mbps with a channel bandwidth of 10MHz. Vehicles
entered the network at the incoming links on the edge of the road topology, labelled 1, 2, 3
and 4 in figure 4.1. The comprehensive testing done allowed each method to be evaluated
in a number of ways. It was possible to see how the performance of each method improved
or degraded as either vehicle density, vehicle speed, update frequency or node transmission
range changed. All graphs show the performance of each method for each update frequency.

Attribute Value

Phy/Mac layer IEEE 802.11p, IEEE 1609.4
Bandwidth 10MHz
Bit Rate 6Mbps

Network/Transport layer NDN
Applications Consumer, Standard Producer, Proactive Producer

Simulation Time 100 seconds
Data Packet Size 600 bytes
Vehicle Density 15%, 50%, 100%
Vehicle Speed 30km/h, 60km/h, 100km/h

Transmission Range 100m, 200m, 300m
Update Frequency 1s, 100ms

Table 4.1: Table showing the configurable attributes and values used in the scenario
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Figure 4.1: Test road topology

4.2.1 Congestion

The results for congestion can be seen in figure 4.2. Unsolicited data and proactive pushing
resulted in a decrease in congestion of 75% and 67.2% respectively, at a frequency of 1s. There
was a noticeable increase in overall congestion when the update frequency was increased to
100ms. This is expected with a reduced freshness period that requires all nodes in the
network to request content more frequently. Proactive pushing resulted in more congestion in
the network when compared to pure NDN (6.4%) at a update frequency of 100ms. In general,
when compared to pure NDN, unsolicited data produces the least amount of congestion, with
a reduction of 75% and 21.4% at update frequencies of 1s and 100ms respectively.
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Figure 4.2: Overall results for congestion from all simulations

The behaviour of each data dissemination method as the density of vehicle changes can be
seen in figure 4.3. At a update frequency of one second, congestion in the network increases
as the density of vehicle increases. Both unsolicited data and proactive pushing resulted in far
fewer packets in the network than the control case of pure NDN. Unsolicited data is marginally
better than proactive pushing. At a update frequency of 100ms, as the density of vehicle in
the network increased, the use of the proactive pushing resulted in a much greater number of
network packets. In this case, the proactive pushing method causes more congestion caused
than pure NDN.

Figure 4.3: Graph showing results for congestion, grouped by the density of vehicle
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The behaviour of each data dissemination method as transmission range changes can be
seen in figure 4.4. As transmission range increased, congestion in the network was expected
to diminish; this does not appear to be the case. At an update frequency of 1s, the pure
NDN method increases congestion in the network as transmission range increases, whereas
unsolicited data and proactive pushing remain relatively stable. At 100ms, the number of
packets in the network for each dissemination method does not appear to be consistent. Pure
NDN decreases as the transmission range increases, unsolicited data remains the same, and
proactive pushing does not follow any discernible pattern.

Figure 4.4: Graph showing results for congestion, grouped by transmission range

The behaviour of each data dissemination method as vehicle speed changes can be seen in
figure 4.5. Changes in vehicle speed do not have an effect on congestion in the network of
any method. This is understandable in the context of an intersection. Vehicles must slow as
they approach an intersection potentially leading to similar communication times.
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Figure 4.5: Graph showing results for congestion, grouped by vehicle speed

The distribution of the congestion measurements in one second time periods for each method,
seen in figure 4.6, displays a positive correlation between update frequency and the variance of
packet numbers in the network. There is a large variance in congestion at an update frequency
of 100ms.

Figure 4.6: Boxplot for the number of packets in the network per method

4.2.2 Delay

The results can be seen in figure 4.7. The results showed that a pushing method greatly
reduced delay experienced in the network. Unsolicited data and proactive pushing reduced
delay by 73.2% and 59.7% at a update frequency of 1s, when compared to NDN. Unsolicited
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data and proactive pushing reduced delay by 52.6% and 75.9% at a update frequency of
100ms, when compared to pure NDN. At a update frequency of 1s, the unsolicited data
method outperforms the proactive pushing method, but when the update frequency is 100ms
the proactive pushing method produces better results. It is observed that as the frequency of
pushing increases, the mean delay for the proactive pushing method decreases.

Figure 4.7: Overall delay of each method for all simulations

The behaviour of each data dissemination method as the density of vehicle changes can be
seen in figure 4.8. At an update frequency of 1s, the mean delay of each method trends
downwards as the density of vehicle increases, but at 100ms the opposite effect is observed.
At a update frequency of 100ms there could be a greater chance for a node to not contain
desired data in its cache, either because it is yet to receive a copy of the data or because its
copy has become stale. As the density of vehicle increases, the number of nodes that require
new data would be amplified. An update frequency of 1s may be a sufficiently long period of
time to see greater impact of the positive effects on delay of pushing data.
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Figure 4.8: Graph showing results for delay, grouped by the density of vehicle

The behaviour of each data dissemination method as transmission range changes can be seen
in figure 4.8. At an update frequency of 1s, there is a downwards trends for the delay of each
method as the transmission range of nodes increases. The unsolicited data method performs
the best in this case. It was expected that the proactive pushing method, at a higher update
frequency, would perform the best as the transmission range increased. While this is the case
for ranges of 100m and 200m, at 300m the delay actually increases. This could possibly be
an artifact of the scenario setup. The edge of the simulation is at 400m and every node that
is yet to start following its route waits at the edge of the simulation. It is possible that at a
transmission range of 300m nodes that are waiting at the simulation edges are communicating
with nodes in the process of following their pre-defined route. This communication with nodes
that are not yet fully participating in the simulation would increase mean delay.
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Figure 4.9: Graph showing results for delay, grouped by transmission range

Delay experienced in the network as the speed of vehicles changes remains steady. Once again
this is to be expected as vehicles slow down when approaching the intersection.

Figure 4.10: Graph showing results for delay, grouped by vehicle speed

Due to the scenario design, there is always a large spike in delay as the first vehicles come
within range of the producer. After the initial spike, when a stream of vehicles are entering
communication range, the delay in the network drops significantly. This can be seen in figure
4.11. To account for this period before the network reaches a settled state, only data 20
seconds after the simulation starts is included when calculating the results.
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Figure 4.11: Line chart using loess regression for a single simulation showing delay for each
method over time

4.2.3 Cache Hit ratio

The effective use of in-network caching was measured using the cache hit ratio of all nodes
in the network. The results can be seen in figure 4.12. The results showed that proactive
pushing has the highest cache hit ratio at 31.38% and 47.17% at an update frequencies of
1s and 100ms respectively. This is in line with expectations as the proactive pushing method
places data in the CS of nodes in the network, before they require the data. Unsolicited data
at 100ms is not in line with expectations, with a cache hit ratio of 30%, which is less than
the 36.4% cache hit ratio of pure NDN.

Figure 4.12: Overall results for cache hit ratio for all simulations
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The behaviour of each data dissemination method as the density of vehicle changes can be
seen in figure 4.13. The cache hit ratio for each method has a positive correlation with the
density of vehicle in the network. The proactive pushing method at a 100ms update frequency
performs the best and this is in line with expectations. As stated earlier, the unsolicited data
method at a 100ms update frequency under-performs.

Figure 4.13: Graph showing results for cache hit ratio, grouped by the density of vehicle

The behaviour of each data dissemination method as transmission range changes can be seen
in figure 4.14. The proactive pushing method achieves a greater than 80% cache hit ratio
at a transmission range of 300m and update frequency of 100ms. There is a clear positive
correlation between cache hit ratio and transmission range. This makes sense as the larger
the communication range, the higher the number of nodes that will receive data directly from
a producer. At a transmission range of 100m, both the unsolicited data and proactive pushing
method have a lower cache hit ratio than pure NDN, which is unexpected. It could be possible
that 100m is not a sufficient distance from the producer to make effective use of a nodes cache
in a GLOSA scenario, as nodes move in and out of the radius of communication relatively
quickly.
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Figure 4.14: Graph showing results for cache hit ratio, grouped by transmission range

The behaviour of each data dissemination method as transmission range changes can be seen
in figure 4.15. There is a slight downwards trend of the cache hit ratio of each method with
respect to vehicle speed. Some nodes should pass through the intersection at their maximum
speed during a green phase leading to a possibly reduced chance of receiving data into the
cache of a node.

Figure 4.15: Graph showing results for cache hit ratio, grouped by vehicle speed

The cache hit ratios were generally below expectations. After testing the scenario setup it was
determined that nodes waiting at the edge of the simulation were responsible for lowering the
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values. NdnSim requires that all nodes in a simulation are created at the start of the simulation.
This leads to a large pool of static nodes at the outer edges that are communicating. These
non-participant nodes do not have access to the data and therefore skew the cache hit ratio
towards a lower value. This can be seen below in figure 4.16.

Figure 4.16: Example of the cache hit ratio of a node actively participating in a simulation
(5) and a node which is static at the edge of the same simulation (46)

4.2.4 Summary

At a update frequency of 1s, unsolicited data and proactive pushing are an improvement over
pure NDN in terms of congestion, delay and cache hit ratio. Proactive pushing has similar
results to unsolicited data in terms of congestion and delay but is a marked improvement in
terms of cache hit ratio. There appears to be a trade-off between increased network congestion
and reduced network delay for the proactive pushing method at the higher frequency. This
is seen when contrasting the results in figure 4.2 against figure 4.7, the delay results. In
terms of congestion, the proactive pushing method performs noticeably worse than unsolicited
data and is marginally worse than pure NDN. When looking at delay, proactive pushing
outperforms both unsolicited data and pure NDN. The cache hit ratio of proactive pushing
is a noticeable improvement over both pure NDN and unsolicited data. If the network can
handle the increased congestion from proactive pushing at an update frequency of 100ms then
it is a clear improvement. At an update frequency of 1s, the results show that unsolicited
data and proactive pushing could be an ideal candidate for data which is both transient and
periodic.
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5 Conclusion

This project implemented and evaluated push-based data dissemination methods methods
in the NDN protocol for the dissemination of transient and periodic data in VANETs. The
hypothesis was that push-based methods improve network performance in terms of congestion
and delay. The push-based data dissemination methods were unsolicited data and proactive
pushing. The scenario used to evaluate each methods performance is designed to replicate
vehicles approaching an intersection with a GLOSA enabled TLS, where every node in the
network is emulating the communication pattern of a GLOSA system.

The results discussed in Chapter 4 show two stories when comparing each method with
respect to the update frequency of the transient data. At a low update frequency of 1s, the
unsolicited data and proactive pushing methods significantly improve the network performance
when compared to the control case of pure NDN. At a 1s update frequency, unsolicited data
performs better than proactive pushing in terms of congestion and delay in the network, but
proactive pushing has a noticeably better cache-hit ratio. When the update frequency is
100ms, the improvement from pushing methods for network congestion is less noticeable, or
worse, in the case of proactive pushing. At 100ms, pushing methods greatly reduce the delay
experienced in the network, with proactive pushing performing the best. There appears to be
a trade-off between congestion and delay with the proactive pushing method at higher update
frequencies. The cache-hit ratio of the proactive pushing method is a significant improvement
over the control case of pure NDN. The unsolicited data method performed the worst which
was not expected.

Overall, the following results were gathered for each pushing method when compared to the
control case of pure NDN. At an update frequency of 1s, the unsolicited data method resulted
in 75% less congestion, 73.2% less delay, and a 13% increase in cache-hit ratio. At an update
frequency of 100ms, the unsolicited data method resulted in 21.4% less congestion, 52.6% less
delay, and a 17.9% decrease in cache-hit ratio. At an update frequency of 1s, the proactive
pushing method resulted in 67.2% less congestion, 59.7% less delay, and 53.3% increase in
cache-hit ratio. At an update frequency of 100ms, the proactive pushing method resulted in a
6.4% increase in congestion, 75.9% decrease in delay and a 29.5% increase in cache-hit ratio.
These results provide valuable evidence towards proving the hypothesis that implementing
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pushing methods into the NDN protocol for the dissemination of transient and periodic data
in VANETs greatly improves network performance.

5.1 Future Work

The results gathered in this project are promising but can be further improved upon. The
poor cache-hit ratio of unsolicited data at 100ms is unexplained and suggests that further
work can be done on the scenario design and evaluation. The static nodes at the edge of
the scenario were shown to be unduly skewing results in section 4.2.3 and should be removed
in any future iteration of the scenario design. Evaluation of delay in terms of first delay and
the time taken for the first interest packet to be satisfied, may be more accurate. A more
rigorous examination of unexpected patterns identified in the results should also take place.
A statistical analysis of the differences between each data dissemination method with respect
to changing parameters should take place. Overall, there is potential for a more rigorous
evaluation.

The algorithm used to implement the proactive pushing method should be updated to allow
the forwarding of pushed data packets. Two possible solutions to be investigated are detailed
in section 3.3.1. The first possible solution is to make nodes aware of many network interfaces
to forward the pushed data to as well as the application face. Another potential solution is
to have separate control flows for incoming and outgoing data. This could be achieved by
checking the type of face that the data has arrived from. If it is an application face, then
the data is outgoing and should ignore the Data in CS check. If the data has arrived from
a network face, than the data is incoming and should be subjected to the CS check. After
altering the proactive pushing method to forward data packets, the analysis should be rerun
to see how the results change.

The scenario is also very simplistic, consisting of a single four lane intersection. A more
complex road topology which consists of multiple intersections could be evaluated, similar
to the scenario evaluated by Tielert et al. [44]. This evaluation would indicate whether the
benefits of pushing methods are diminished by multiple competing intersections.
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A1 Appendix

A1.1 Code repositories

Scenario design repository:

https://github.com/ChrisLynch96/transient-periodic-information-dissemination-in-VNDN

NFD alterations repository:

https://github.com/ChrisLynch96/NFD

NDN-CXX alterations repository:

https://github.com/ChrisLynch96/ndn-cxx
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