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Reviews are preliminary elements that travellers look at and analyse before booking
any hotel. These reviews are of utmost importance for new customers as they can get
insights about the hotels based on others’ experiences. Moreover, it can benefit the
hotel management staff so that they can upgrade the services and products based on
the submitted feedback after thorough analysis. As per the Google trends, Europe was
the most visited destination in 2018, approximately 710 million international tourists’
arrivals occurred. Hence the number of travellers submitting the reviews was huge.

A widely faced challenge due to this huge chunk of reviews was that when a new
traveller comes in, he would be reluctant to go through all the reviews which can lead
to selecting an undesired hotel even though the ratings are considerably good. This
outstanding challenge has motivated me to work on the European hotel dataset which
would present the travellers with the most relevant reviews, which in turn would help



them in choosing the best hotels in comparatively less time.

To achieve this, we resort to Review Classification method, which classifies the reviews
into different classes (good and bad reviews) and further compare different machine
learning models. In case the customer wants to analyse each hotel’s review, it would be
preferable to select the most relevant sentences from lengthy reviews. We will employ
the Review Summarization technique to address this. Finally, customers may have
some preferences like ‘large room’, ‘couple-friendly’ etc. based on which they would
want to filter the hotels. This will be further accomplished by building a simple content-
based recommender system. The results obtained in this study include – accurately
classified reviews, precisely summarised huge reviews and recommended hotel list in
order of relevance. Also, it was found that deep learning methods could classify reviews
more accurately as compared to the other machine learning approaches.
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Chapter 1

Introduction

1.1 Background

With the advent of enhanced online booking systems, travellers are becoming more

vigilant about their choice of accommodation which can facilitate their decision-making

process. There are various applications in the market now, which can assist users in

their travel-related queries such as preferred location, the shortest route from famous

places, etc. To address these requirements various recommendation systems such as

demographic-based, social filtering based systems are created by researchers to help

the users to make judicious decisions[1]. The filtered suggestions which show up at the

end result are based on the user’s experiences, time of travel, activities, pictures, etc.

One of the prominent software - ‘TripMatcher’ is based on artificial intelligence that

suggests travellers a best-suited destination based on the user profile. There has been a

good amount of work done to assist customers already but enhancing the travel system

to make it more vigorous continues to be a popular topic among data scientists.

1.2 Motivation

Travelling has become a common recreational activity for different reasons, be it for

learning new cultures, boosting inner self-confidence, exploring new destinations, or

exploring adventure. It has become a stress reliever activity and the advancement in

booking systems of flight, hotels, etc. has made common people more accessible to
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tourist places without much dependency and hassle. Also, before booking hotels (or

availing any service), customers are more interested in knowing about these hotels be-

forehand. Most of the customers want to inquire about the overall service including

the accessibility of any hotel, i.e. whether the service is ‘Good’ or ‘Bad’ without deep-

diving into specific reviews. Moreover, there might be multiple reviews for a hotel,

hence it becomes a tedious task to go through every review, which could be very time-

consuming at times. These are some of the prominent reasons when customers prefer

overall feedback for hotels whether it is ‘Good’ or ‘Bad’. Additionally, summarising

these good and bad reviews would be a great add-on and would ease the process of

filtering the desired hotels.

For instance, some customers want to read the reviews to understand if a particu-

lar hotel aligns with their expectations (based on services like ‘breakfast’, ‘room size’,

‘WiFi’ or other amenities). As the reviews for any hotels will be in huge number,

hence there should be some way to read the important aspects about the hotel instead

of scanning through all the sentences present. So, it is imperative to have a review

summarization implemented which can provide the most relevant information about

all the hotels at a go.

Furthermore, customers usually compare different hotel ratings with others but all

the customers have different points of view about the hotel while submitting the re-

view score. For example, if a customer found the finds facility of ‘Wifi’ to be very

good, he may give the ratings based on the ‘Wifi’ but there are other factors involved

too which decide whether the hotel is good or bad which eventually depends on the

customer’s requirement. For an old couple, the comfortability of bed and the presence

of elevators are more important than ‘Wifi’, hence it is very important to have a system

in place which can recommend a list of hotels based on the customer preferences rather

than going deep into the details of every review. This can be addressed by developing

a content-based recommender system.
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1.3 Research Question

How accurately can we classify the hotel reviews, precisely summarise them and further

recommend the most relevant hotels based on the user preferences?

1.4 Research Objective

This dissertation aims at studying and finding various approaches that can make the

customer’s search efficient in selecting the desired hotel when a huge number of reviews

are present.

In this course of study, firstly, the reviews are classified using traditional machine

learning and deep learning approaches and hence compare these techniques to identify

the better model based on the evaluation metrics. The techniques TF-IDF vectoriza-

tion and Word Embedding (via Global Vector) would be employed to represent text in

vector during model training.

Secondly, the submitted reviews would be summarized into top ‘n’ ranked sentences

based on the cosine similarity which will help customers in selecting the hotel faster

rather than scanning all the reviews for a particular hotel.

Finally, we will build a simple content-based recommender system which will display

the top ‘n’ list of hotels taking customer’s preference as input. The customer prefer-

ence can be a quality of services he expects, which can be provided in textual form

(’good location’, ’friendly staff’ etc.) along with other features (like travel reason =

Business/Leisure, Group Type = Solo/Couple/Family, Night Stay = 4 /8).

1.5 Research Challenge

• Due to COVID-19, the accessibility to high computational machines for training

the model was less. As the dataset was huge, it took more time during the model

training.
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• There were many features (almost 17) present in the dataset, hence finding the

best-related features and visualizing their relationship with the target variable

was a challenge.

• Finding a suitable number of hidden layers is an uphill task when training a deep

learning model. Increasing the number of layers would introduce more complexity

in the model therefore we need to choose layers that can provide the trade-off

between complexity and ease of training.

• Understanding various recommendation system techniques and finally selecting

Content-based filtering as the most plausible option for this dataset.

1.6 Thesis Overview

The thesis will present the classification of the reviews and consequently compare

various models created using TF-IDF vectorization via ML algorithms and Word Em-

bedding via Deep Learning library Keras. The classification of reviews is presented

as ‘Good’ or ‘Bad’ based on existing review scores provided by the customers. Im-

portant features are then extracted from the reviews for which the relationship with

the target variable (‘Good’ or ‘Bad’) is estimated and is further graphically visualized

using various python libraries presented in the chapter Data Visualization and Analysis.

Generally, Customers prefer reading only the relevant positive and negative aspects

of the hotels in a precise manner based on other customer experiences rather than

scanning through all the lengthy reviews. Hence implementation of the aforementioned

approach is well presented in the dissertation where positive and negative reviews are

summarized based on cosine similarity with a technique known as Text Summarization.

Further, a content-based recommender system is developed where preferences are pro-

vided by customers as input. This will list all the preferred hotels in order of rel-

evance, when customers provide input as Keywords, Travel Reason, Stayed Nights,

Solo/Couple/Group, and Country Name, which saves a considerable amount of time

for customers looking for the intended hotels. We have also provided the flexibility to

modulate the number of preferred hotel lists which decides how many matching hotels

4



will be displayed with respective scores. The score values close to ’1’ indicate that the

hotel is highly recommended while tending to ’0’ signify not recommended.

1.7 Thesis Structure

Below is the flow of the presented thesis:

Chapter 1: Deals with a brief introduction to the research. It discusses about the

background, research objective, challenges involved, and overview of the thesis.

Chapter 2: Depicts literature review which deals with text classification, sentiment

analysis, Imbalanced in data, summarization of text, and Recommender Systems.

Chapter 3: Describes the collection and description of the dataset used in our study,

followed by feature engineering and handling of missing and imbalanced hotel data.

Chapter 4: Imparts understanding about the data via Data Visualization.

Chapter 5: Explains various methodologies used to achieve the research objectives.

Chapter 6: Describes various evaluation metrics used in our study.

Chapter 7: Presents the results achieved during the course of our study.

Chapter 8: Provides an overall conclusion and future work that needs to be done.

1.8 Keywords

Tokenization, Lemmatization, TF-IDF, Word Embeddings, GloVe, LSTM, Cosine Sim-

ilarity, Similarity Matrix, Imbalanced dataset, Correlation, Sampling methods, Text

Summarization, Recommender System, Confusion Matrix, Precision, Recall.
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Chapter 2

Literature Review

In this chapter, we will discuss the insights about work done in the NLP field on various

techniques. This understanding has helped me in achieving my research objective. Let’s

discuss them individually.

2.1 Classification of Text Reviews

The online product trading is exponentially growing day by day and this increase in

e-commerce services has lead people to first review the product on various sites before

buying them. For any product or hotel, there are numerous reviews present online,

these reviews have positive as well as negative feedback. So to find that any product

or hotel is good or bad, these reviews have to be classified with some machine learning

algorithms. Much researches have been done on this topic to precisely identify the

sentiments (good/bad) about any product based on written text. In the research paper

[2], the classification is performed via Näıve Bayes and SVM techniques on movie data,

it was found that Näıve Bayes had a good accuracy compared to SVM. This paper

suggests that selecting the features based on the data analysis plays a key role in

enhancing the model’s accuracy.

This paper [3] presents the domain-based approach by extracting important words from

the corpus. The resulting dictionary was used in the classification of reviews based on

sentiment analysis. The customer reviews were classified into two classes good and

bad, this approach is called lexicon-based classification. The reviews were taken from

6



the TripAdvisor written in the English language. It is worth noting that in paper [4],

the author presented that a lexicon specific approaches are better than the statistically

qualified classifiers. The author stated that lexicon specific approach increases the

system efficiency when texts come from various areas.

The paper [5] describes the rule-based derivation of features from Amazon product

review using the POS tagging, words, and sentence polarity detection. Steps used in

Feature extraction are: POS tagging, using grammar features are derived, derivation

of words, word/sentence polarity detection and eventually merging results to generate

a summary.

2.2 Sentiment Analysis

The sentiment analysis is a field of study which deals with the analysis of people’s

reaction, emotions, viewpoint, and attitude from the written text. This technique is

widely used in the analysis of data present in social media, blogging sites, biomedical

domain, customer’s feedback about any product etc. It basically classifies the text

as positive, neutral, and negative sentiments at sentence or document level termed as

polarity. The results which are achieved after the sentiment analysis render any orga-

nization to build strategies to improve customer satisfaction by reforming the quality

of the product. Some of the researchers focused on extracting key features from the

text, assigning different polarities for the given text, build different machine learning

models to predict the sentiments hence compare the effectiveness of these models and

the importance of using the multiple classifiers to enhance the accuracy of analysis [6].

The paper [7] includes the sentiment analysis approach to determine how the senti-

ments are considered in any text, and can be classified as favorable or unfavorable

opinions. In this paper researchers basically used the fragment of text rather than the

whole document to find out the relation between the expressions and subject term. So

by applying the different algorithms on the text fragment, the model yielded good ac-

curacy. In order to identify the structure of text fragment, POS tagging was used which

describes verbs, adjectives, adverbs, and nouns in any sentence.The paper[8]describes

about restricting the textual data in two ways that are (i) considering only Adjectives

as a feature and (ii) creating a domain with common words, and hence created the
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classification models based on these restrictions.

There is an abundance of data present on social media and one of the platforms is

Twitter which has more than 330 million users and 200 million tweets per day. In the

paper [9], the researchers have extracted the entities from the tweets and hence added

these entities as a new features to improve the accuracy of polarity detection when

applied to multiple twitter datasets. It was important to note that on combining POS

tagging with n-gram models enhances the score of polarity detection. In my paper, I

have presented the importance of extracting this information from the reviews which

can be used as predictor variables for sentiment classification.

2.3 Sampling for Imbalanced Dataset

The skewness in the data is a challenge that needs to be addressed before feeding this

data for building any machine learning model. While building a classification model,

this imbalance in data introduces a learning problem which basically decreases the ac-

curacy of classifiers. If the dataset has more number of records for one class (majority)

while less number of records for other class (minority), the chances of the model get-

ting biased towards the majority class is expected. There are various researches which

are done to balance this skewed data. The paper [10], presented various methods to

deal with this problem namely: oversampling (increasing the number of minority sam-

ples randomly), undersampling (decreasing the number of majority samples randomly).

There were some researchers [11] who develop a näıve method to balance the data

using SMOTE where randomly new samples are created from the minority class based

on the ‘k’ nearest neighbors. The new models (trained via classifiers as NB, Decision

Tree, etc.) were compared and it was found that the SMOTE approach was very ef-

fective on the imbalanced dataset.

The paper [12] presented key insights about resolving the problem of data imbalance,

below are some important inferences from the paper:

1. Selecting the right features for training can yield good results as compared to

sampling techniques.

2. While performing feature selection it is recommended to use less complicated
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searching approach as the results can be inaccurate otherwise.

3. As per the results obtained via performing sampling in a larger dataset, it was

found that undersampling is more effective as compared to other techniques.

The researchers in the paper [13] presented an enhanced approach to solve the im-

balance problem using EMOTE (Enhanced Minority Oversampling Technique). When

trained using various classifiers (NB, Random Forest, etc.) then evaluating the results

based on F-measures AUC etc., it was found that there was minimal loss of information

using the EMOTE method.

2.4 Text Summarization

To opt for any product or service, it is always suggested to read and analyse the pre-

viously added reviews by the users. This provides the level of trust and satisfaction

before buying the product. As the customers usually give reviews in large numbers

so it is not possible for others to read all the comments for that particular product.

Hence researchers in the paper [14], identified the positive and negative polarities in

the reviews and eventually summarized the review comments based on features se-

lected so that other users can get an idea about the product. As per this paper, the

feature-based text summarization is done using a set of methods such as opinion word

extraction, POS tagging, Identification of Orientation, feature pruning, etc.

The text summarization is used to convert the long text documents into a short version

without losing meaningful information. There two ways to perform summarization, ex-

tractive, and abstractive approaches. In the paper [15] the researchers have used the

extractive technique which chooses the important words, sentence, and paragraphs

from the document. While in the case of the Abstractive technique described in paper

[16], first the main idea is studied and formulated from the document employing the

various linguistic methods to well describe the text and thereby generating the new

text which precisely conveys the intended information.

This technique is very primitive which can be observed in a paper published in 1969

[17] the researchers create a summarization system that uses the sentence weights to

classify the importance. They have used three methods for identifying the sentence
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weights: Cue Technique - Weights assignment was based on the existence of cue words

in a defined dictionary. Title Technique - The Importance of weights was based on

the tokens present in the title of documents. Location Technique - This approach was

based on the sentences present in the initial place in the paragraph which is assumed

to have high importance as compared to others.

2.5 Topic Modelling

It is an unsupervised machine learning method that employs examining documents,

sentences, phrases, and words. Once these patterns have been identified, clusters will be

formed based on the similarity of the words. The paper [18] describes two frameworks

namely Latent Dirichlet Allocation and Word2Vec used for modeling a political based

dataset. The data present in the corpus was pre-processed before feeding for the

training LDA model. For training, the Genism library was opted using variation Bayes.

Once LDA yielded the results, Word2Vec was employed on pre-processed data where

words having lower frequency were ignored. Hence depending upon the proposal given

by Mikolov and Baroni [19], the model was created via the CBOW method, which

created a dense vector representation and this vector was restricted to 200 dimensions.

Once both the trainings were performed, clustering was done to form the topics, and

evaluation was done on purity criteria.

2.6 Recommender System

Due to the advent of the internet, now most of hotel bookings, product purchases,

flight booking, etc. can be done easily. But this has introduced some problem for

the customers, a customer finds cumbersome to search the desired products as a lot

of information is present on online sites. Hence it is likely to have a system that can

recommend the list of products, flights, etc. based on location or some other filter

feature, this is termed as a recommender system. As per the various researches, the

recommender systems can be derived from content, collaborative filtering, demographic

and statistical techniques.
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Figure 2.1: Comparison among the Content and Collaborative Filtering RS

In the case of demographic-based system [20], the customer’s private data consist-

ing of features like locations,etc. are used to recommend any product. The content-

based filtering usually predicts the ratings of the unrated products of any customer.

The features used in this filtering can be ratings, textual reviews [21], user sessions, etc.

The collaborative methods [22] use a concept of product similarity that is if some

product is reviewed by a multiple users then the same product will be recommended

to the in-flight users sharing the similarity in product ratings. It is important to spec-

ify that majority of these systems are not based on textual reviews [23] due to the

complexity present in the understanding of written languages by machine. So basi-

cally the techniques to recommend the product depend upon TF-IDF, topic signature,

and several occurrences of words. The comparison between the collaborative filtering

and content-based approaches can be seen from the figure, which is discussed in the

paper[24].
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Chapter 3

Data Overview and Pre-processing

3.1 Data Overview and Feature Engineering

3.1.1 Data Collection

The data is related to reviews of European hotels and was scraped from Booking.com

site. This data is available on Kaggle website in csv format consisting of 515k data

records.

Figure 3.1: Few Samples of Hotel Review Data

3.1.2 Dataset Description

The dataset consists of reviews about 1493 hotels located across Europe. It has 515000

customer review records with 17 columns (fields). Below is the description of these

fields:
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Figure 3.2: Features with their description

3.1.3 Data Imputation

The number of missing values was checked and it was found that latitude and longitude

columns have 3268 null values each, which sum up to 6535 total null values in the given

dataset. There is no need to fill or remove these ’NA’ values as these columns will not

be used as predictor variables which will be discussed later in the coming chapters.

Few positive and negative reviews consist of text as ’No Positive’ and ’No Negative’

respectively, which were changed to blank before concatenating them to make an overall

review. The other changes in the data will be explained in the upcoming section.

3.1.4 Feature Engineering

There is new information extracted from the existing columns like ‘Hotel Address’,

‘Positive Review’, ‘Negative Review’, and ‘Tags’.

• The country names from the hotel address are extracted and the new column

‘Country Name’ is made.

• As almost all records have positive as well as negative reviews so polarity can-

not be detected merely checking these columns. Also, there are some reviews
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which have values like ‘No Negative’ and ‘No Positive’, which don’t give much

information about good and bad views corresponding any hotel, so these values

are replaced by spaces. To find the overall sentiment’s polarity and classify the

reviews, Positive and Negative reviews are concatenated to find the overall review

‘Overall Review’ for each record in the dataset.

• There are some customer preferences mentioned in the column ‘Tags’ like ‘Trip

is for Leisure or Business, Couple or Solo or Group, Number of Stayed Nights,

etc. These details are extracted and new columns are made for each of these

tags. Later, while performing the data visualization, it will be discussed that

these tags carry important information that impact the hotel’s overall ratings.

• The frequency of bi-gram words is found from the reviews after removing the stop

words, tokenizing, and lemmatizing the sentences. The new columns are created

for the most frequent words which can impact the hotel’s rating. The few most

frequent bi-gram words used in positive and negative reviews are ‘room small’,

‘hotel great’, ‘perfect location’ etc.

• When selecting any dependent variable it is vital to understand the effect of

features (reviews, country, etc.) on review score. In the given dataset, it is found

that the range of review scores varies from 1 to 10 (include real number) having

37 distinct values. As these 37 values are not uniformly divided, there will be

biases associated with these classes.

Hence the new variable ‘Review Status’ has been created with two classes Good

and Bad based on the review score. If Review Score > 6.7, it is considered as

’Good’ otherwise ’Bad’ reviews. The threshold value ‘6.7’ has been chosen after

analyzing all the positive and negative frequent words from the dataset for every

review. It was found that scores less than ‘6.7’ have more negative keywords as

compared to positive.

• After cleaning the text and merging positive and negative reviews, we found a

new feature having a number of words count in the overall cleaned reviews.
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3.1.5 Imbalance in Data

In order to a train model, the dataset should be a balanced one which means that

class proportion should not be skewed. The skewed dataset w.r.t classes introduce the

classification problem[25] which should be addressed first to avoid biases towards any

class. The classes which are more in number are referred to as Majority class while

those are less in numbers are referred to as minority class. Hence to get rid of the

model’s learning problem, these classes are preferred to have less distribution gap (or

comparable). As discussed in the previous section ‘Review Status’ was created con-

sisting of good and bad classes based on ‘Review Score’. It can be observed that these

classes are not divided uniformly.

Hence different sampling techniques can be adopted to solve this issue as discussed in

the literature review. Here, hybrid sampling (Oversampling and Undersampling) has

been used to create a balanced dataset.

Classes before Sampling:

Total number of data records present: 515738

Figure 3.3: Class Distribution in Imbalanced Overall Dataset before Sampling

As seen in the figure 3.4 (Imbalanced data points in the Training Set), the percent-

age distribution of ‘1’ and ‘0’ is 83% and 17% respectively which may introduce a bias

towards majority classes when fed to an algorithm for training.
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Total number of Training records after split: 384352

Figure 3.4: Class Distribution in Imbalanced Training Set before Sampling

Classes After Sampling:

First the data points are segmented into train and test, and then the re-sampling
process is applied only on training records to balance the classes. Any re-sampling was
not applied on test records as these samples should remain unseen by the model before
feeding for evaluation.

Total number of balanced training records: 340000

Figure 3.5: Class Distribution in Balanced Training Set

The distribution gap of ‘1’ and ‘0’ classes got reduced after applying re-sampling tech-
nique. We should not make equal distribution when there is a large difference in the
majority and minority classes, if done so then it may introduce multiple duplicates in
the training dataset.
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3.1.6 Data Splitting

During the training of any model, it is very imperative to define the training and

testing set from the actual dataset. The training set is used to create a classification

model, include an optimization techniques to reduce the loss and tune the parameter

to increase the accuracy of the model. On the other hand, testing set is used to check

the efficiency of the model on the unseen data. In this dissertation, the data ratio

between the training and testing sets is taken as 0.75.

3.2 Data Pre-Processing

The pre-processing is an indispensable process before converting the text into vectors

and feeding to ML algorithms for training models. There are various steps involved

in this process based on the problem statement to achieve good accuracy. If any of

these steps are missed out then it may hamper our efficiency in text classification, topic

modeling, summarization of text, etc. Below are the various steps which are involved

to yield the final text in the given hotel review dataset:

3.2.1 Stop words Removal

The stop words are frequently occurring words that do not convey any meaning and

just add noise in document vectors. These words may be pronouns, articles, preposi-

tions, etc. which should be removed from the text before processing. These words can

be easily validated with a predefined set of words in a file which can help us increase

the computational ability. So, the NLTK library was used which is a commonly used

Python library for NLP where we can find the set of words in the corpus module. To

remove stop words, first the given text will be split into words and then less important

words will be removed based on the list available in the NLTK library. The ‘stopwords’

and ‘word tokenize’ functions will be imported from nltk.corpus and nltk.tokenize mod-

ules respectively and eventually, iterate all the tokenize words to compare it with words

present in the stop-words module. This will remove all the stop words from the text

and display the remaining word set.
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3.2.2 Lowercase

The programming language used for modeling text is case sensitive towards the textual

data so the words ‘And’ is considered different from the word ‘and’ due to character

coding. Hence it is imperative to convert the first textual data into the lower case

during pre-processing. So the textual reviews in the hotel dataset are converted into

the lower case before transforming the text into a vector.

3.2.3 Punctuation

These are redundant symbols that just add up to noise during text modeling. Therefore,

these symbols can be removed with the help of python built-in regular expression

function termed as ‘re’. But there are cases when the absence of these punctuation

changes the actual meaning like ‘U.S’ is United State where ‘re’ will evaluate ‘U.S’ as

‘us’ so care must be taken when removing the punctuation.

3.2.4 Tokenization

It is the process of segmenting the text chunk into smaller pieces known as tokens and

removing certain characters at the same instant known as punctuation. So paragraphs

can be segmented into sentences, various sentences into respective words, and even-

tually words into characters. For the hotel review dataset, the NLTK python library

was used to tokenize the text based on the word. The module tokenize() and method

word tokenize() were used to segment the sentences into tokens or words. Once the

word tokenization is performed, the output can be fed for stemming or lemmatizing

which is the next pre-processing step. There are some drawbacks encountered during

the tokenization which is dealing with out-of-vocabulary words which are new words

absent in the vocabulary. This can be resolved somewhat by mapping these words with

UNK tokens (unknown) but still, the information is lost about the words.

3.2.5 Stemming

In the hotel reviews dataset, there are many words like ‘amuse’, ‘amusements’ etc.

which basically state a similar meaning but are considered different when texts are

represented in vector format. This method will help us to reduce the words present
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in reviews into common form (’amus’) by removing the prefixes and suffixes from the

actual words[26]. Hence the vector dimensions become dense which is an advantage to

ML algorithms.

But there is also some downside, let’s take some examples from the hotel review dataset

under the Positive Reviews column which are ‘beautiful location’ and ‘beautifully dec-

orated hotel’. Both examples ‘beautiful’ and ‘beautifully’ signify the same context but

when passed to stemmer (e.g. Porter Stemmer) yield results as stem ‘beauti’ which

does not have any meaning.

3.2.6 Lemmatization

This is also a method to reduce the dimension of a vector into dense but by taking into

consideration the vocabulary of words and morphological analysis of inflected words[27].

These words are converted into dictionary root words known as a lemma. In order to

implement lemmatization, we downloaded WordNet corpus, created an instance of

WordNetLemmatizer(), and used lemmatize() function on these words to generate the

root dictionary words. For example, the Positive Reviews has bi-grams like ‘better

hotel’, ‘best location’, ‘good accommodation’ etc. when these words (better, best

and good) are lemmatized we get the result as ‘good’ which has an actual dictionary

meaning. In the thesis, lemmatization is used instead of stemming for the conversion

of words into base form,

3.2.7 Why Lemmatization is preferred to Stemming for Hotel

Reviews Analysis

As seen in the above examples, the stemming algorithm operates by removing prefix or

suffix from the words while lemmatization requires linguistic knowledge where lemma

created from intelligent operation conveys proper meaning. These roots (lemmas) gen-

erated are better features for training machine learning models in NLP[27] as compared

to stems (generated from stemming).
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3.2.8 Pre-processing Steps to Clean Textual Reviews

Figure 3.6: Pre-processing Steps

One of the examples was taken from the hotel review. It could be observed that all
the special characters, conversion to lower letter words, unwanted removal of words
and change of words to base form were performed in the flow diagram. Eventually, the
tokens (words) were concatenated to form a clean sentence.
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Chapter 4

Data Visualization and Analysis

In order to learn about intricate relationship, visual graphical representation plays a

key role which can give insights about various features within the data. Let’s visualize

this hotel review dataset to understand the insights about the data.

• Countries with different numbers of reviews and their distribution on pie chart.

Figure 4.1: Distribution of reviews in various countries

As shown in the above charts, the reviewed hotels are located in 6 different countries
that are the United Kingdom, Spain, France, Netherlands, Austria, and Italy. These
countries have been extracted from the data present in hotel address and almost 51%
of total reviews i.e. 262301 reviews belong to the United Kingdom. It would be further
observed if it is rational to include the country as one of the features.
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• Reviews Distribution in top 10 Reviewer’s Nationality.

Figure 4.2: Distribution of reviews based on Nationality

It can be observed from the above chart that the majority of the tourists who reviewed
these hotels were the residents of the United Kingdom followed by the USA. It may be
further seen that the reviewer nationality plays any role in deciding the hotel’s rating.

• Frequency of reviews posted on various dates shown in descending order.

Figure 4.3: Reviews Count submitted on various dates

We can see that reviews were submitted maximum on 8/2/2017 - count is 2585.
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• Below are trends of most rated hotels, ‘Hotel Casa Camper’ shows a maximum variation
with some glitches on 3/16/2016 and 1/11/2017. And review score remains almost
constant for ‘Ritz Paris’. There are other factors which might impact these variation
like climate, disaster, etc.

Figure 4.4: Trend in top 4 most rated Hotels in various years

• It can be noted from the below chart that the hotels ‘Park Plaza Westminster Bridge
London’ and ‘Strand Palace Hotel’ have maximum good reviews and less bad reviews.

Figure 4.5: Distribution of Good and Bad Reviews in Top 30 Hotels.
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In the given chart, the orange bars and blue bars represent good and bad review counts
respectively.

• In order to classify reviews as good and bad, it is very important to analyse the im-
pact of features on the target variable (here ‘Review Score). There may be various
relationships between these variables like linear increasing or decreasing, exponential
etc. Some features shown in the below plots signify that there are no relations with
the target variable hence they will not contribute in classification and can be ignored.

Figure 4.6: Relationship between various features and Review Score

• Relationship between the different features in the hotel review dataset.

Figure 4.7: Pairwise relations between different features
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Below depicts the pairwise relationship between the various features. It can be seen
that there is not much correlation between the MetaData present in the hotel dataset.
The relationship between features for good and bad reviews can be seen separately (in
the orange chart).

• Below are the various correlation methods to find the relationship between the features.

Figure 4.8: Distribution of reviews based on Nationality

As already seen in various graphs that features (like ‘Positive Word Count, the total
number of reviews) will not be good predictors as there seems to exist very little
relationship. Above are three correlation methods that mathematically clearly support
this observation.

• The feature ‘Travel reason’, ‘Group Type’, ‘Night Stayed’, ‘Mobile Device’ has been
extracted from the column ‘Tags’ of the hotel dataset. The graph states that more
than 400000 hotel bookings were made for Leisure travel. Similarly, couples traveled
together more as compared to other groups.
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Figure 4.9: Distribution of reviews based on Nationality

• Understanding the impact of the review’s length by plotting the distribution and cor-
relating with the score. It can be observed from the histogram that the majority of
reviews are short less than 50 word counts having approximate distribution is bi-modal.

Figure 4.10: Review Length Distribution and correlation with Score

• Word cloud of Positive and Negative Bi-gram words in hotel reviews dataset. The
words like ‘friendly staff’, ‘good location’ falls under positive word cloud while ‘room
small’, ‘breakfast problem’ falls under negative word cloud as shown:
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Figure 4.11: Frequent Positive and Negative Bi-gram words

• The picture below consist of different charts like density plot of sentiments, room small,
hotel state and location view plotted w.r.t good and bad reviews. It seems the ’Good’
review curve is shifted more towards sentiments having values greater than 0.5:

Figure 4.12: Extracted new features plots based on Good and Bad reviews
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Chapter 5

Methodology

5.1 Experiment1: Text Classification with TF-IDF

using traditional ML methods

In order to perform the text classification, text summarization, and content-based

recommender system, there are various techniques like Bag of Words, TFIDF, Word

Embedding, etc. involved, which represent the text into a vector as ML algorithms

cannot be directly applied to the text. The ML algorithms (Random Forest, Decision

Tree classifiers, etc.) are used to train the models to achieve text classification. We

will discuss various NLP techniques and training used in this experiment.

5.1.1 Bag of Words

In simple terms, it is a technique to extract the features from the text and represent

these features in vector form. It measures the occurrence of each word in any document

and interprets each word as features[28]. We have considered the bi-gram modeling

approach in the thesis where the sequence of two consecutive words in any document

is selected as a feature. In the experiments presented in paper[29], it has been proved

that bi-gram can provide accurate features set, evaluated using information gain metrics

and it is successful in raising the F1 measures. In the experiment, texts are classified

in good or bad reviews hence bi-gram words like ‘good hotel’, ‘bad location’, ‘small

room’, ‘no breakfast’ etc. play a very imperative role as compared to other n-gram
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words. Once the occurrence of each word is captured, the sparse vector is generated

which is equal to the number of words present in any document or text. This vector

is known as sparse because most of its elements are zero, in the case of a large dataset

the model may become worse after training.

There are few disadvantages like the order of the words and grammar is not validated,

the absence of linguistic meaning, and the presence of trivial words (Stop words) create

noise during analysis. These problems can be easily handled with the advent of the

TF-IDF technique which will be used in our Experiment 1 instead of BOW.

5.1.2 TF-IDF Vectorization

This technique measures the importance of words in any document by computing

weights of each word. It re-scales the frequency of words based on their occurrence in

all the texts[30]. So the words like ‘the’, ‘an’ etc. does not convey much information

but they do appear quite often, hence these words are penalised by this approach.

Term Frequency: It is a row count of words present in any document represented by

tf(t,d).

TF (t) =
Number of times term t appears in a document

Total number of term in the document
(5.1)

Inverse Term frequency: It states that how frequent or scarce the words across the

document, it is estimated by taking logarithms of division of total number of documents

present by number of documents consisting of that word [31].

idf(t,D) = log
N

|{dεD : tεd}|
(5.2)

The TF-IDF is calculated by multiplying the term frequency (TF) and Inverse term

frequency (IDF) Mathematically TF-IDF can be expressed as:

tfidf(t, d,D) = tf(t, d) . idf(t,D) (5.3)
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Terminologies in TF-IDF:

• t: term (word)

• d: document (set of words)

• N: count of total documents in corpus N = ‖D‖

In our hotel review dataset, when overall reviews are created after cleaning the text

(removal of stop words, tokenization, convert to lower case, lemmatization, etc.) and

converting the text into vectors, it becomes really intricate to manage the huge sparse

vectors as the computational task may utilize the maximum amount of system’s re-

sources (may crash depends upon system’s memory). Representing all the extracted

features in TF-IDF to train the ML models, can introduce overfitting which may impact

the effectiveness of text classification. Hence the parameter with ’max features’ = 500

is used which manages the size of the vector before feeding it to algorithms. This will

select the highest 500 features based on TF-IDF value during model training.

5.1.3 Training the traditional Machine Learning models using

TF-IDF

Once the reviews are cleaned using the various pre-processing techniques, they are con-

verted into the sparse vector using the TF-IDF vectorizer function. In this experiment,

we have taken the maximum number of features as ‘500’ which means, each cleaned

review will be represented into 500 different numerical features. The categorical vari-

ables are encoded using a label encoder and hybrid sampling is performed to balance

the classes in the data. The new extracted features like ‘Travel Reason’, ‘Sentiments’,

etc. are also added along with ‘500’ features to train a model. There are almost 13

different classifiers used for this experiment namely Logistic Regression, Decision Tree,

etc. The various evaluation metrics are used which will select the best suitable classi-

fier for the review classification. In the next chapters, the evaluations and results are

covered for this experiment.
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5.2 Experiment2: Text Classification with Word

Embedding using Deep Learning Networks

In this experiment, the text classification is implemented using deep learning techniques

on the hotel review dataset which involve the use of densely connected neural networks.

Deep Learning can employ optimum utilization of resources with less wastage of space

due to text representation in dense vector instead of the sparse vector. The model is

trained using Keras python library used in deep learning approaches.

5.2.1 Word Embedding

It is an efficient way to represent the text into dense vectors where similar words have

the same vector representation. These word embedding has trainable parameters and

can have dimensions up to 1024 based on the dataset’s size (large or small dimensions).

Initially, the base model for word embedding with semi-supervised learning was pro-

posed [32] as one hidden layered model which understands the probability function for

sequence of words.

Figure 5.1: One-hidden layered architecture for word representation

There are two types of word embedding techniques Word2Vec and GloVe for gener-
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ating dense vectors. The Word2Vec model uses two learning models that are CBOW

model and Skip-Gram model[33]. In this experiment, GloVe (Global Vector) is used

for finding vector representation of words, it is a log bi-linear regression model[34] and

is defined as ratio between probabilities of tokens existing close to each other than

probabilities examined separately.

The model is based on the notion that the proportion of word-to-word co-occurrence

can extract important information that can further be ciphered as divergence in vec-

tor. This experiment uses the pre-trained GloVe model named ‘glove.6B.200d’ which is

trained on 6 billion word tokens and consists of 200 vector dimensions. The paper [34]

proposed GloVe model where co-occurrence probability can be defined as:

pco(wk, wi) =
C(wi, wk)

C(wi)
(5.4)

The cost function for the GloVe model can be defined as:

Lθ =
V∑

i=1,j=1

f(C(wi, wj))(w
T
i w̃j + bi + bj − logC(wi, wj))

2 (5.5)

where C(wi, wk) is co− occurrence among tokens wi and wk

5.2.2 Preparation of Embedding Layer

The Python library Keras is used which makes implementation of word embedding

simple. Once the text reviews are pre-processed, these reviews are split in train

and test (75%-25%) using ‘sklearn’ python library function. To find the embed-

ded matrix using a pre-trained GloVe model, the function Tokenizer() is used from

keras.preprocessing.text with the parameter ’num of words’ = 5000 (based on fre-

quency of words most frequent 5000 words will be filtered) to generate word to index

dictionary. The Xtrain consists of 250000 records and each of these records have an

integer value.

The size of this list is set to a maximum ‘200’ length to capture maximum information

about each record. The pad sequence has been performed to make sure that if the list
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has a length less than 200 then it will be padded with zeros while list having length

greater will be truncated to 200. The size of the vocabulary is found to further calcu-

late the embedded matrix, vocabulary size of pre-processed reviews was found to be

‘41277’ which states that there are ‘41277’ unique words in the hotel review corpus.

Furthermore, the GloVe pre-trained model ‘glove.6B.200d’ is used to generate the dic-

tionary which consists of words as keys while embedding list as respective values. The

embedding matrix formed has dimensions as (41277, 200) having a list of all the words

with their respective embedding.

5.2.3 Training Deep Learning Model using Recurrent Net-

work (LSTM)

In order to train a deep learning model, the functional API is used from the Keras

python library. It is important to note that Keras model can be created using both

Sequential and Functional API. But with Functional API a model for multiple inputs

(text reviews and other Metadata) can be created which we would be seen later in this

chapter.

The three different models have been developed based on the features given in the hotel

review dataset. The comparison between the metrics (losses, accuracy, precision and

recall) will be discussed in detail for these models under the Evaluation section. The

reviews will be classified using deep learning methods into two classes (that is Good

and Bad Reviews). The variable inputs have been used to train three different deep

learning models as discussed below:

1. Text Classification using only pre-processed review texts.

The input layer known as the embedding layer is created with vocabulary size

‘41277’ consisting of an embedded matrix, followed by single LSTM layers with

128 units and eventually output layer. This output layer is also called a dense

layer with two neurons where ‘soft-max’ is used as an activation function. The

textual reviews are to be classified into two classes (Good or Bad), hence 2

neurons in the final layer. The parameters passed during model compilation are

loss function as ‘categorical cross-entropy’ and optimization function as ‘Adam’

to minimize the cost function. The model developed is fit on the training set

with batch size = 128 and epochs = 22. The binary cross-entropy can be used
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instead of categorical cross-entropy as a loss function due to the presence of only

two classes.

2. Text Classification using only Metadata (sentiments, Travel Reason,

etc.).

The single input layer with 9 neurons ( as 9 features to be passed to model)

is created, followed by two dense layers having 10 neurons each with activation

function as ‘relu’. The final layer is an output layer with soft-max function and

2 neurons based on two classes (Good and Bad). The loss and optimization

functions used are ‘categorical cross-entropy’ and ‘Adam’ respectively. In order

to fit the model, the parameters used are batch size = 128 and epochs = 22.

Hence using evaluate function, the loss and accuracy of the model are computed.

The 9 features which have been used as an input are : ’Country Name’, ’Travel

Reason’, ’Travel Along’, ’Stay Days’, ’room small’, ’hotel state’, ’location view’,

’Sentiment’ and ’num of words’.

3. Text Classification using pre-processed reviews and Metadata together.

It is considered that using more features as an input to the model may enhance

accuracy. So the overall review is combined with 9 other features to learn the

changes in loss and enhancement in the accuracy. The functional API from Keras

library has been used to create a model consisting of a single input layer with ’9’

number of neurons (i.e.Meta data), one embedded layer with size ‘200’ (text re-

views), followed by an LSTM layer with 128 neurons, two dense layers having 10

neurons each with ‘relu’ as an activation function. The two layers ‘text reviews’

and ‘MetaData’ are concatenated to form the dense layer with 10 neurons and

eventually the output layers with ‘softmax’ as an activation function with 2 neu-

rons. The loss and optimization functions used are the same that is ‘categorical

cross-entropy’ and ‘Adam’ respectively. The total features used are 10 namely:

‘Cleaned Review’, ’Country Name’, ’Travel Reason’, ’Travel Along’, ’Stay Days’,

’room small’, ’hotel state’, ’location view’, ’Sentiment’ and ’num of words’.

The discussion regarding the comparison in results will be discussed in the further

chapter under the Evaluation section.
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5.3 Extractive Review Summarization

In the hotel dataset, there are around 515000 reviews given by the customers where

each record has both positive and negative reviews. There are around 1493 unique ho-

tels in the given dataset consisting of multiple reviews for every hotel, below are some

of the reviews count for 5 hotels. As can be seen from the table that reviews submitted

Figure 5.2: Top 5 hotels having maximum reviews

for any hotel is large in number, so it is very difficult for an interested customer to

read all the reviews about any hotels which may consist of a different point of view

based on the user’s experience. Hence it becomes really important for any customer to

understand most of the information in a few lines as compared to many. This objective

can be achieved with the use of a concept known as Text Summarization where short

and coherent reviews can be extracted from the larger textual reviews based on the

rank of importance. The customers have been given the flexibility to choose as many

lines of reviews as they want to read for any particular hotel. Hence, at a glance,

the customers can decide about the good and bad aspects of any hotel based on the

summary extracted from the positive and negative reviews.

Basically in two ways we can summarize our reviews as discussed in paper [35]:

1. Extractive Approach: The reviews are summarized based on the ranking of

the sentences where important and relevant sentences are given priority during

the extraction of reviews.

2. Abstractive Approach: The important features or information from the re-

views are extracted and presented in a new way rather than the selection of
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sentences from reviews.

Extractive Review Summarization using Text Rank Algorithm

So in the thesis, the Extractive approach has been employed to filter out the top

‘n’ important sentences from the hotel reviews. The value of ‘n’ depends upon the

customer so that this value can be changed based on the requirement.

Figure 5.3: Steps involved in Review Summarization

Below are steps to produce review summarization:

1. The reviews from datasets are cleaned using NLTK library (stop words removal,

lower case, etc.) and read the text, now vectors for two sentences to be compared

are formed.

2. The Cosine similarity values for each pair are calculated using cosine distance

function under the class ‘nltk.cluster.util’ and Similarity matrix is generated.

3. In order to calculate the rank, the matrix is transformed into a graph where

sentences and scores are considered as vertices and edges respectively.

4. Once the graph is generated across the sentences, the ranking of sentences is

performed using the function ‘pagerank’ under the library ‘networkx’.

5. Now, the value of ‘n’ is defined which will represent the top ‘n’ sentences in reviews

for any hotel. Using function sorted, the sentences are arranged in descending

order based on the similarity scores.
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6. Eventually loop is used to select the top ‘n’ sentences from the list of already

sorted sentences and the output is displayed as shown below. It must be noted

that the user can provide the list of hotels for which they want to have a review

summary.

List of Hotels to be summarized: [’Hotel Arena’,’1K Hotel’]

Figure 5.4: Summarized Positive and Negative reviews for given Hotels

From the above figure, it can be seen that Summary Negative Review and Sum-

mary Positive Review are the summarization of the negative and positive reviews

posted by the users for the two hotels ’Hotel Arena’ and ’1K Hotel’. Below mentioned

are the library and techniques which are used in review summarization.

Library used: NLTK, it is written in python used to perform various NLP tasks.

Methods used:

Sentence Tokenization: In the previous chapter, tokenization process was already

discussed, which is used to divide the hotel reviews (Positive and Negative) into smaller

parts known as tokens. The sentence tokenization is responsible to segment the text

reviews into sentences. Stop Words Removal:The stop words like ‘the’, ‘is’ etc. have

been removed from the reviews which do not convey any information but just add some

space and processing time instead.

Cosine Similarity: It is used to estimate the similarity between two n-dimensional

vectors in space derived from the text reviews[36]. It can be interpreted as the cosine

angle between the two vectors, so if the two vectors are similar then similarity value

will be ‘1’ (angle will be zero). The range of cosine similarity will vary from ‘0’ to ‘1’
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(-1 ruled out will be as term frequency value >0).

sim(x, y) =
x.y

||x||||y||
(5.6)

‖x‖ and ‖y‖ are the Euclidean norm of vectors x and y.

The similarity function for two sentences Si, Sj are given below. The result is a dense

graph representing the various reviews as discussed in the Text Rank algorithm [37].

Sim(Si, Sj) =
(wk/wk ε Si & wkεSj)

log |Si|+ log |Sj|
(5.7)

Cosine Distance: It can be described as below:

CosineDistance = 1− CosineSimilarity (5.8)

Similarity Matrix: It is a matrix of scores which represent resemblance among two

sentence vectors.

5.4 Recommender System

As we know that in today’s world of the internet there are huge numbers of customer

responses stored on the big data about various services (hotels, flights, etc.) or prod-

ucts. This makes customers curious to first review and then avail any services which

are quite logical. So the customer will have some requirements based on which he

might intend to know all the information present online about that service or product

as discussed in reviews summarization. But this process may consume too much time

to figure it out the intended service as the amount of data is huge, also chances of

selecting the wrong hotels are also probable when reviews are manually scanned.

This can be solved with the help of a recommendation system where it will pilot

the particular user in a well-directed way to intended services with possible options.

This will provide the user with choices based on his requirements and hence a good

amount of time will be saved with customer satisfaction. There are various types of
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recommender systems as discussed in the literature reviews namely: Content-based rec-

ommender system, Collaborative Filter recommender system, and Demographic based

recommender system.

The similarity in the reviews submitted by the customers is compared, hence the

Content-based recommender systems are designed which will be helpful in providing

the users about listing the hotel name with sorted scores.

5.4.1 Content-Based Recommender Systems

This method uses the attributes present in the dataset to recommend any hotel based

on user preference. The preferences of the users are extracted from the raw data

presented in the hotel dataset.

Python libraries used:

Numpy, pandas, and NLTK

Implementation

The features positive reviews, Tags, country name, and hotel name have been ex-

tracted from the hotel review dataset. These reviews are further cleaned where stop

words removal, lemmatization, lower case, removal of other symbols are done. Once

the reviews are cleaned, the approach of bi-gram words extraction is performed where

high frequency words are chosen from the reviews. All reviews are concatenated based

on the hotel name and data records of 1493 (unique hotels) got created.

Now the information from the column ‘Tags’ is extracted and appended with cleaned

texts consisting of positive review’s keywords (bi-gram words). The information present

in the ‘Tags’ is about the customer’s travel reason, with whom they traveled and the

number of nights stayed. The country name and the nationality of the reviewer are also

appended with positive keywords and Tags. The Cosine Similarity and other Python

methods are used to compare different vectors with input string (preferred by the cus-

tomer) while building the system. The system will eventually recommend the top five

matching hotels with their respective scores. Below are few records of final data formed
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after pre-processing, consisting of 1493 unique hotels.

Figure 5.5: Pre-processed data for Recommender System

Input string to be compared is in format: ‘Keywords’ + ‘Tags’ + ‘Country Name’

Where Tags = ‘Leisure/Business’, ‘Couple/Solo/Young Family/Old Family’, ‘Number

of to be Night Stayed’

Once the data is prepared for the systems, the recommender system will estimate

the cosine similarity between the reviews in RS and eventually return the top 5 hotels

with maximum similarity scores .We have already discussed the Cosine Similarity in

the previous section in detail. Below diagram will represent the similarity between the

two vectors in the 3-dimensional space.

Figure 5.6: Cosine Similarity between A and B vectors in 3D space
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The function cosine similarity will find the similarity matrix of the two texts i.e.
positive bi-gram words with Tags (keywords + Tags + Country name) and input string
(provided by incoming customer). The two texts will be represented in the form of
vectors in word space, the words will be compared in both the reviews so if any of
them does not match with other then the value for that index is calculated as zero
value in the similarity matrix.

Steps included in working of function ‘cosine similarity’:

• It will parse two texts [text1 = (keywords + Tags + Country name) and text 2
= input string]

• Find the words with the help of regular expression

• Estimate the frequency of each word using the function Counter where keys =
word and value = frequency of that word

• Estimate the similar words in both the vectors.

• Compute the cosine similarity for these vectors using below formula:

Figure 5.7: Flow Diagram of Content-Based Recommender System
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While creating the recommender engine, the keywords and the text reviews (posi-
tive/negative) would be compared. The recommendation function will perform
below steps:

• Parse the textual reviews and find the cosine similarity value.

• Estimate the cosine similarity of each and every text with respective keywords
and form a dictionary for storing.

• Once the score dictionary is created, the hotel are sorted by score and indexed
using the function ‘sorted’.

• Use the value of n = 5 to find and display sorted top 5 scored hotels.

What Customer Needs to Provide as a preference

The customer will provide input string consisting of positive or negative bi-
gram keywords along with Tag information (Travel Reason, No.of Night stayed,
Solo/Couple/Group, Country Name) as per their preference, where the recommender
system will compute and display the list of hotel ‘n’ matching with the provided input
string. The system is flexible as the customer can change the value of ‘n’ based on his
requirement.

Experiment output when performed for input string =

“friendly staff room clean spacious room good Wifi good breakfast Business Stayed 2-
night Couple Austria”

Figure 5.8: Experiment output for given input string
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Chapter 6

Method of Evaluation

In this chapter, we will discuss in detail about various evaluation metrics and their

respective implementation.

6.1 Evaluation Metrics Discussion

The evaluation of classification models is performed based on metrics like Precision,

Recall, F1-Score, AUC, Confusion matrix, and Accuracy achieved on test data.

6.1.1 Confusion Matrix

It helps us to evaluate the performance of classification models created. It compares
the predicted values obtained from the model with the actual values and presents the
results in the N x N matrix[38].

Figure 6.1: Confusion Matrix

In the case of hotel dataset, the classification is binary i.e. good and bad reviews (1

Or 0). Above shows 2 x 2 Confusion Matrices with parameters TP, FP, FN, and TN:
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True Positive - TP: The actual value is Positive and the model has also predicted

Positive.

True Negative - TN: The actual value is Negative and the model has also predicted

Negative.

False Positive - FP: The model predicted value as positive but the actual value is

negative.

False Negative - FN: The model predicted value as negative but the actual value is

positive.

FP and FN are also known as Type 1 and Type 2 errors respectively. In this chapter, we

have shown the results of the confusion matrix of all the machine learning algorithms.

6.1.2 Precision, Recall, AUC and Accuracy

Precision: It measures how many correctly predicted values are actually positive.

Precision = TP/(TP + FP ) (6.1)

Recall:It measures that how many of actual positive values are precisely predicted by

the model.

Recall = TP/(TP + FN) (6.2)

F1 Score:It is a weighted average of both Recall and Precision.

F1Score = 2 ∗ (Recall ∗ Precision)/(Recall + Precision) (6.3)

Accuracy:It is the ratio of correctly predicted cases to the total number of cases.

Accuracy = TP + TN/(TP + FP + FN + TN) (6.4)

ROC curve:This graph represents efficiency of the model at all classification thresh-

olds. The plot is between the True Positive and False Positive Rate.

44



6.2 Implementation of Evaluation Metrics

We will discuss on the evaluation performed during review classification, review summa-

rization, and content-based filtering technique which uses a cosine similarity approach.

Various machine learning and deep learning models are used for understanding which

model is best suited for the hotel review dataset.

6.2.1 Traditional Machine Learning Classifiers

There are various classifiers used in the Experiment 1, the evaluation of some of the

classifiers are shown below:

1. Logistics Regression Classifier

The review texts are distributed into ‘Good’ (1) and ‘Bad’ (0) reviews, hence this
simple classifier as a statistical technique can be used to classify the incoming reviews.
The Logistic regression model is used when the target variable has discrete classes that
model probability of a class, and the predictions are performed via logistic function
also known as a sigmoid function[39].

Figure 6.2: Evaluation Metrics for Logistic Classifier

2. ’K’ Nearest Neighbours Classifier

This algorithm is based on how close the data points are there in space. It basically
calculates the distance between the data points and then classifys and groups the
reviews as per the similarity.
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Figure 6.3: Evaluation Metrics for KNN Classifier

3. Decision Tree Classifier

The data is broken down into smaller subsets (trees) consisting of decision and leaf
nodes. The splitting criterion of the tree is based on ‘Information Gain’ or ‘Gini Index’.
The classification accuracy can be improved by employing a decision tree classifier as
the noises and outliers in the dataset are traced and corresponding tree pruning is
performed.

Figure 6.4: Evaluation Metrics for DT Classifier

4. Random Forest Classifier

The random forest is based on ensemble learning, where multiple algorithms of similar
type merged together like 5 Decision Trees formed on different samples merged together.
As our hotel review dataset has more class ‘1’ than ‘0’, there may be the possibility of
biasness which will be reduced by employing random forest classifier. The model has
been trained using both numerical and categorical variables hence this algorithm can
work well.
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Figure 6.5: Evaluation Metrics for RF Classifier

5. Gaussian Naive Bayes Classifier

Supervised machine learning model based on Näıve Bayes and Gaussian distribution,
it supports features having continuous data. It basically calculates the z-score distance
between the data record and class mean.

Figure 6.6: Evaluation Metrics for GB Classifier

6. Multinomial Classifier

It is a classification technique that is used when there is a presence of categorical
dependent features with multiple discrete levels. It is identical to the binomial logistic
regression which has nominal independent variables.

Figure 6.7: Evaluation Metrics for Multinomial Classifier
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6.2.2 Deep Learning Models using LSTM

The Keras functional API has been used to create a graph of Layers, where
‘keras.layers.LSTM’ is used to create a model without making intricate changes in
configurations.

In order to reduce the vanishing gradient problem[40] as compared to other re-
current networks, LSTM is a specially designed neural network which is good at
performing text sequence prediction. Hence this quality of LSTM can produce good
accuracy in the text classification of hotel reviews.

Model Accuracy:
It is used to measure the performance of algorithm on training and validation sets
denoted by ‘acc’ and ‘val acc’ respectively. It means how accurate the predictions are
when compared to true labels.

Model Loss:
In order to train the model via deep learning method, an optimizer and loss functions
are required to estimate the model error. Here, we have used optimizer=‘adam’ and
loss function=‘categorical cross-entropy’.

It is observed that at every epoch there was an increase in accuracy and decrease in
model loss.

Figure 6.8: Text Classification using Cleaned reviews only trained at epoch = 22
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When model is trained using the input features as Meta Data, the validation accuracy
increases when epoch = 5 and then it starts decreasing as can be seen in figure 6.9.

Figure 6.9: Text Classification using Meta data (Sentiments, Travel Reason etc.) only
at epoch = 22

Figure 6.10: Text Classification using Cleaned reviews and Meta data together at epoch
= 22

In figures 6.8 and 6.10, it can be observed that when input features were combined
together (textual reviews and MetaData), the accuracy improved a little as compared
to textual reviews only.
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6.2.3 Evaluation of Review Summarization

The extractive summarization approach has been implemented to find the summary

of positive and negative reviews in topmost ‘n’ sentences from the hotel dataset. The

value of ‘n’ can be defined by the user based on how many sentences he wants to read

before availing any service.

It is very important to evaluate the summarized reviews, a simple approach is applied

to validate the results i.e. tallying the number of most frequent N-gram words (here bi-

gram) present in reviews (positive or negative) with the keywords used in summarized

sentences. This approach is similar to ROUGE-2 where bi-gram units are taken into

consideration for evaluation.

Results Obtained for positive reviews after summarization:

Figure 6.11: Selected n = 2 (two important sentences)

Full summarized review of ‘Hotel Arena’ when n = 2:

Figure 6.12: Summarized Positive Review)

Frequency of bi-gram words applied on positive reviews for ‘Hotel Arena’:

Figure 6.13: Frequent Bi-gram Positive words

It can be observed that the number of frequent bi-gram words used in reviews for

‘Hotel Arena’ lies in the summarized reviews as shown in the above two figures.
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There are various other approaches that can be used for evaluation of summarization

results described in paper [41]. As per the researchers, QARLA [42] can be used, which

estimates the quality of generated text using similarity metrics precision, recall, and

grammatical distribution. One of the famous metrics is ROUGE [43]which provides the

scores based on the comparison between machine-generated text and human written

model. There are few more approaches like DEPEVAL, GEMS, and Factoid Score, etc.

which can also be employed for this evaluation.

6.2.4 Evaluation of Recommender System

In order to evaluate the accuracy of the developed content-based recommender system,

we extracted the exact text from the cleaned data and passed it as an input string,

it was found that the hotel for which the text was taken has the almost similarity

scores as ‘1’. Now the same process has been repeated for the input string which was

entirely different from the existing texts for various hotels, the score value near to ‘0’

was found when the list of hotels was displayed. This way we validated the efficiency of

the recommender system. Below the two results validated for the described scenarios:

Figure 6.14: List of Hotels relevant to Input Strings

Input string 1 = “good breakfast helpful staff location excellent room spacious

clean nicely business center comfortable nice coffee machine staff nice bed comfortable

friendly always helpful room Business Stayed 1 night Solo Spain Andorra” (quality

about hotel service).

Input string 2 = “ticket cheap flight on time cabin crew supportive pilot trained

Romania” (quality about flight service).
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Chapter 7

Result and Discussion

In this chapter, we will discuss the results obtained by applying various NLP tech-

niques on the hotel dataset. It includes discussion on data analysis, review clas-

sification for which the two experiments (Experiment1 and Experiment2) were con-

ducted.Eventually, we walk-through the developed Extractive Review Summarization

and Content-based Recommender System.

7.1 Data Analysis Results

• The country names were extracted from the hotel address, and later they were

used as input in the recommender system to display top hotels. The countries

were namely: the United Kingdom, Spain, France, Netherlands, Austria, and

Italy. The hotel ‘Park Plaza Westminster Bridge London’ had the highest number

of good reviews.

• To understand the features responsible for good hotel ratings, correlations were

calculated. It was found that most of the features do not show any relation with

the target variable. This was evaluated by plotting scatter plots and employing

correlation methods like ‘Pearson’, ‘Kendall’, and ‘Spearman’.

• The features like ’Trip Reason’, ’Group Travel’, etc. were extracted from the col-

umn ‘Tags’. They were helpful in classifying reviews and developing the content

based Recommender system.
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• The frequent bi-gram words extracted from the reviews were also used as features

in classifying reviews. Some of the bi-gram tokens used were ‘room small’ (bad

reviews), ‘poor Breakfast’ (bad reviews), ‘best location’ (good reviews) , ‘staff

friendly’ (good reviews) and so on.

7.2 Results from Experiment1: Text Classification

of Hotel Reviews with TF-IDF Vectorization

In Experiment1, the review classification was performed using 13 different machine
learning Classifiers like Logistic, Decision Tree, etc. The efficiency of these models was
compared on the basis of evaluation metrics like confusion matrix, accuracy, precision,
recall and others. TF-IDF vectorization was used to convert the cleaned textual
reviews to a sparse vector.

It can be observed that models SGDClassifier, RidgeClassifierCV, and Logisti-
cRegressionCV showed more desirable results but the Logistic Regression Classier was
preferred because the overall values of evaluation metrics like Accuracy, AUC, and
Precision were fairly better.

Figure 7.1: Comparison between 13 Classifiers based on Evaluation Metrics

53



Graph comparison between Precision and Recall for these 13 classifiers:

Figure 7.2: Precision Comparison

Figure 7.3: Recall Comparison

Figure 7.4: ROC Comparison
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It can also be observed that the area under ROC curve is more for Logistic Regression,
hence models performs better among others.

Classifier Name Features Used Accuracy Precision AUC
Logistic Regression Cleaned Reviews, Country Name, 85% 0.74
Classifier Travel Reason, Stay Days, ’Good’ - 91%

room small, hotel state,
location view, Sentiment, ’Bad’ - 55%

num of words and Group Type

Table 7.1: Details of Best traditional ML model for Review Classification

7.3 Results from Experiment2: Text Classification

with Word Embedding via Deep Learning

As already discussed, the intricate non-linear relationship was seen within the data.

Therefore, the model trained via Deep Learning can yield a good result in review cat-

egorization as compared to the previous traditional ML approaches.

In Experiment2, the model was trained in three ways based on the input features,

i.e., only text, only Meta data and combination of both text & Meta data. The GloVe

embedding was used as a pre-trained model (glove.6B.200d) to generate the dense vec-

tor unlike the sparse vector in Experiment1.

From the below Table 7.2, it can be observed that the deep learning models with

input features as ’Text’ only and combination of (’Text’ + MetaData) yielded almost

similar results. The accuracy of the later is 1% more than the former.

The additional features (MetaData) can be considered depending on the resource avail-

ability, when included can consume more computational power and time than the mod-

els trained with ’Text’ only feature. It can be concluded that these two DL models

gave better testing results as compared to the traditional ML approaches discussed in

the previous section.
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Models Details Features Used Accuracy Precision Loss
Implemented with Cleaned Reviews, Country Name, 88% 0.3
Text & MetaData Travel Reason, Stay Days, ’Good’ - 90%

Room Small, Hotel State,
Location View, Sentiment, ’Bad’ - 75%

Num of Words and Group Type
Implemented with Cleaned Reviews 87% ’Good’ - 90% 0.5
Only Text ’Bad’ - 66%
Implemented with Country Name, 84% 0.4
Only MetaData Travel Reason, Stay Days, ’Good’ - 85%

Room Small, Hotel State,
Location View, Sentiment, ’Bad’ - 75%

Num of Words and Group Type

Table 7.2: Deep Learning model result with different Input Features

7.4 Importance of Sampling in Imbalanced Dataset

Imbalanced data in training dataset leads to classification problem which would have

introduced errors in text categorization. The minority class would have been impacted

more as compared to majority class. If trained on an imbalanced dataset, the statistical

classifiers (like Logistic Regression) developed an inclination towards majority classes.

Hybrid sampling method was used to address the classification problem. The eval-

uation metric showed good results when Upsampling is applied to minority class and

Downsampling is applied to majority class.

The Recall, F1-Score and accuracy were increased as shown below (LR classifier). It

should be noted that we did not perform any up or down sampling on the test samples

as it would introduce bias.

Figure 7.5: Comparison of evaluation metrics between Imbalance and Balance Datasets
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7.5 Review Summarization Results

The reviews were summarized based on the cosine similarity technique which generates
a similarity matrix between the different vectors. The output produced a range of
values between -1 and +1, i.e., +1, if the vectors lie along the same direction and -1,
if vectors lie in the exact opposite direction.

Below figures describe the ’Actual Reviews’ summarized into the two most rele-
vant sentences followed by ’Similarity Matrix’ and sentences with their respective
scores for ‘Hotel Arena’.

Figure 7.6: Actual Reviews and Summarized Reviews for ’Hotel Arena’

After estimating similarity, scores were calculated using ‘pagerank’ function. The sen-
tences were then filtered and ranked based on their respective sentence’s score as shown
in the below figures.

Figure 7.7: Similarity Matrix of positive reviews submitted for ‘Hotel Arena’

Figure 7.8: Top ranked reviews are selected based on scores for ‘Hotel Arena’
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On passing ‘n’ value as a parameter into the function, only top ‘n’ sentences would be
selected based on the estimated sentence score.

7.6 Content Based Recommender System Results

The Content-Based Recommender System was created which displayed the list of
hotels in order of relevance based on user preferences (‘Keywords’+‘Tags’ + ‘Country
Name’) as input. The ’Tag’ can take value as (Couple/Old/Young + Business/Leisure
+ No. of Nights to be Stayed).

The keywords of the input were compared with pre-processed reviews using co-
sine similarity. The ’Keywords’ in the input string refers to the positive bi-gram words
which are supplied by the users. The comparison of input string was performed with
the positive reviews present in the dataset. Moreover, the is system is flexible enough
to make use of negative reviews in case the user wants to check negative aspects about
a hotel.

The customer’s have a provision to select ‘n’ number of hotels based on their
requirements. To observe the behavior of the recommender system, three different
input strings were used, for which it yielded three different results in order of relevance.

Below are three different inputs and respective top ‘n’ hotels (n = 5):

• Top 5 hotel list having Input string 1=”great location helpful staff close metro
room size metro station clean room friendly helpful location excellent value money
Business Stayed 1-night Group France Australia”

Figure 7.9: The highly recommended hotels based on score
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• Top 5 hotel list having fewer similarities (keywords + Tags). Input string
2=“good staff clean room great location metro near gym beach view, big room
breakfast United Kingdom”

Figure 7.10: Recommended hotels with less similarity score

• When text given as input correspond to flight service instead of hotels: Input
string 3=“ticket cheap fight on time cabin crew supportive pilot trained”

Figure 7.11: No hotels are recommended for such input

It was observed in the first two inputs that the keywords were positive and valid
Group Type (Couple), Travel Reason (Business), and Country were used. Based on
the review submitted the similarity between the vectors was found and hotel scores
were displayed close to ‘1’ in descending order.

The last input corresponds to flight service, which was invalid for the hotel. Hence
very low similarity scores were displayed (close to ‘0’) and were not recommended to
customers.
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Chapter 8

Conclusion, Future Work and

Limitation

8.1 Conclusion

The dataset consists of various features which could have helped improve the accu-

racy of review classification into ’Good’ and ’Bad’. After plotting various graphs and

studying the correlation, we found very little relationship between the target variable

and some features. Therefore, these features were exempted during the classification

of reviews.

In Experiment 1, Logistic Regression Classifier gave the best classification compared to

other traditional machine learning classifiers. While, in Experiment 2, the deep learn-

ing models created using text and additional features together gave the best results.

The evaluation metric results were compared between Experiment 1 and Experiment

2. It was found that the model trained using deep learning (LSTM) technique could

enhance the performance of reviews classification.

Also, the results obtained from three deep learning models trained using LSTM sug-

gests that the model having features as (‘Reviews’) or (Reviews + MetaData) showed

better accuracy which is more than 87%. It can be deduced that adding MetaData

(other features) to textual reviews played a little role in improving the accuracy as

compared to model with textual reviews alone.
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When re-sampling technique was performed on the imbalanced dataset, some skewness

was removed, which in turn noticeably improved accuracy, recall and F1 score of the

model.

The review summarization results were satisfactory as it successfully shortened the long

reviews keeping the most relevant sentences intact. The users were given flexibility to

summarize the reviews of any hotel in a preferred number of sentences (‘n’). Based

on the value of the cosine similarity score, the sentences were displayed keeping the

information intact, and thus adding ease to the user experience.

Furthermore, the content-based recommender system with input string = ‘Keywords’+

‘Tags’ + ‘Country Name’) yielded a list of hotel names ranked in order of relevance.

The similarity score values were listed along with hotel names - the hotels having score

values close to ‘1’ are highly recommended while scores with a value close to ‘0’ are

least/not recommended.

It is important to note that the implemented ideas and training methods can be re-used

for reviews submitted in different languages apart from ‘English’. Accordingly, it can

be easily implemented in any language without much revamp.

8.2 Future Work

In order to balance the data, we have used both up-sampling for minority classes and

down-sampling for majority classes. So, changing the sampling method to SMOTE

may produce a good review classification accuracy. This technique arbitrarily chooses

samples from less frequent class and determines its ’k’ nearest neighbors.

In an attempt to improve the text classification accuracy using traditional machine

learning techniques, multiple models can be stacked together to generate a robust

model. The various classifiers, as explained in Experiment 1, can be taken as reference

models for stacking.

We performed an extractive review summarization technique where important infor-

mation was extracted in the form of most relevant sentences based on similarity score.

Instead, we may employ an abstractive approach that generates new sentences which
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might not exist in the actual reviews while preserving the overall meaning.

We may also acquire important topics from the reviews which would help us evaluate

trends based on customer’s preferences by employing the Topic Modelling Technique.

8.3 Limitation

The positive and negative reviews were analysed, and were divided into only two classes

- ’Good’ and ’Bad’, based on the review score of the hotel.

Employing and training the deep learning model takes a substantial amount of time

due to the presence of a parameter ‘epoch’. The execution time increases with an

increase in epoch value.

The number of fake reviews are negligible as compared to the correct reviews in the

dataset. The presented dataset consists of more than 500000 data records, hence it is

assumed that the number of fake reviews is very less.

The models developed are specific to ‘English’ language, although it can be easily

adopted without much changes when textual data is in other languages.
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Appendix

Abbreviations

ML - Machine Learning

DL - Deep Learning

RS - Recommender System

NLP - Natural Language Processing

TFIDF - Term frequency–Inverse Document Frequency

LSTM - Long Short Term Memory networks

NB - Naive Bayes

KNN - K Nearest Neighbor

DT - Decision Tree
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