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STEDI - A Support Tool for Ethical Data

Integration

Kavithvajen Kamaraj, Master of Science in Computer Science
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Supervisor: Declan O’Sullivan

After the integration of a few seemingly virtuous datasets, there exists a possibility
that the fused dataset might lead to unethical insights and practices. However, the
problem is magnified as human data-integrators cannot look at datasets and determine
if it might cause an ethics-related issue. This dissertation aims to solve the aforemen-
tioned problem by developing a prototype support-tool called STEDI (Support Tool for
Ethical Data Integration). Data integrators can use STEDI as a decision support tool
to identify ethical issues present in datasets and to also predict the materialisation of
ethical problems that could arise from integrating these datasets. The current version
of STEDI focuses on working with linked-data datasets. When two or more datasets are
loaded into it, STEDI will start by analysing the vocabularies and predicates present
in the datasets to understand the kind of data that is present in it. State-of-the-art
Natural Language Processing techniques are deployed to understand the data that the
predicate entails. The results of the analysis are stored in a specially-designed ethics
ontology that can answer a limited amount of questions regarding the ethical views of
the datasets. To accurately identify data-integration related ethics issues, the data in
the ethics ontology is retrieved to identify four highly-specific ethical issues. Finally,
an ethics report is generated containing the results of the ethical analysis. Through
evaluation, it is concluded that the proposed approach is viable and can be leveraged
in the future to identify ethics-related problems in linked-data datasets.
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Chapter 1

Introduction

1.1 Motivation

It is a known fact that all significant for-profit organisations collect and mine data.

Analytics is performed on this raw data to convert them into actionable knowledge,

and to discover new patterns and relationships that are not apparent to human beings

[6]. Hence, all modern organisations have moved away from a traditional instinct-based

decision-making process and have since adopted a more data-driven decision-making

process [7]. Though these methods have proven to be very profitable for these organi-

sations, sometimes there are unforeseen ethical consequences to applying these learning

algorithms on large datasets. The problem is often more deep-rooted than it seems on

the surface; it begins with how the engineers behind such technological advancements

are not ethicists by profession. Their primary focus is usually on advancing science,

and thinking about ethical behaviour often tends to slow them down [8]. Although

the engineers are not entirely at fault in this instance, the ignorance of ethics in tech-

nology has led to a wide range of issues (such as user-privacy leakage [9] and biased

Machine Learning models [10]), which have impacted the end-users. Data integration

is a standard operation performed while working with multiple datasets [7]; it is used

to extract additional information that would not be available otherwise. However, in

some cases, after the integration is complete, the datasets might reveal more informa-

tion than initially intended. Here are some examples of ethical issues arising due to

the integration of datasets:
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• In October 2006, the movie rental service Netflix had announced a public compe-

tition called the ”Netflix Prize”. As part of the contest, the company released a

massive database containing movie ratings from 480, 189 users. The challenge re-

quired the contestants to develop a movie recommendation algorithm that could

beat Netflix’s internal algorithm. Netflix had taken some necessary precautions to

anonymise the dataset by removing all customer identifying details [11]. However,

in 2007, two researchers from the University of Texas at Austin cross-correlated

data between the anonymous Netflix dataset and a similar open dataset from

IMDb (Internet Movie Database). Not only were they able to correctly identify

the real identities of the users in the Netflix dataset, but they were also able to

glean information about the users like their sexual and political preferences based

on their ratings for movies revolving around these topics [9]. Hence, even from

seemingly unimportant data like movie ratings, the user’s privacy can be at risk

by integrating it with another appropriate dataset.

• In 2015, Latanya Sweeney purchased a patient-level health dataset from The

State of Washington for $50. This dataset contained a lot of information about

patients and the reason for hospitalisation, but it did not have the patient’s

name or address. Sweeney was able to cross-reference these records with another

publicly available dataset - old newspaper articles. These news articles often used

the term ”hospitalised” and then proceeded to mention the name of patients and

the reason for which they were hospitalised. Thus, she was able to correctly

identify the actual names of the patients in the dataset for 43 per cent of the

news articles she found [12].

• In 2016, Larson et al. analysed a tool called COMPAS, which was widely used

by judges, probation and parole officers to estimate the likelihood of a convicted

criminal reoffending. The results of their study revealed that the algorithm be-

hind COMPAS was racially-biased. Black defendants were usually predicted to

be at a higher risk of reoffending than they actually did, whereas the opposite

was true for white defendants [13]. The underlying learning algorithm was not

built with ethics in mind, and a racially-biased recommendation algorithm was

the result.

Companies often look into integrating publicly available open-datasets with their
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internal datasets to provide better value for their customers and often justify these

integrations by claiming that they are open datasets. The individuals working on the

data integration are then put in a spot to decide what open data is ethically accept-

able to be integrated and what is considered as a potential ethical risk. More often

than not, considering ethics might seem impractical, and the potential benefits of data

integration might overweigh the potential ethical issues that might arise due to the in-

tegration [14]. However, ethical companies should not unmindfully combine datasets;

they must accept responsibility and carefully examine the moral consequences of their

integration [6].

Previous work by Ashish Lochan [5] delved in the realm of identifying ethical issues in

datasets but it focussed only on GDPR (General Data Protection Regulation) issues,

and the proposed G-DIEP tool could only process one dataset. There is currently no

existing gold-standard method or application to automatically check for such ethical

data-integration issues. Hence, it would be useful to have an automated support tool

for data integrators that could take multiple datasets as inputs, analyse them for eth-

ical issues and output a simple ethics report. This ethics report can then aid the data

integrator to decide whether or not to integrate the datasets.

1.2 Research Question

To what extent can a knowledge-driven system accurately predict and report ethics-

related issues that could arise after the integration of two or more linked-data datasets?

1.3 Research Objectives

The following objectives need to be achieved to answer the research question:

1. Determine an approach to identify the type of data stored in a linked-data

dataset.

2. Establish a method to analyse multiple datasets and identify ethical concerns in

them.
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3. Establish a method to predict ethical issues that might arise due to data integra-

tion.

4. Develop a prototype tool that can analyse multiple datasets, predict and generate

a report about the materialisation of an ethical issue if the datasets were to be

integrated.

5. Evaluate the performance and viability of the approach.

1.4 Contribution

The main contribution of this dissertation is a prototype tool called STEDI, which is

an acronym for Support Tool for Ethical Data Integration. Given a few linked-data

datasets, STEDI first analyses the vocabularies used in the datasets and checks for

the presence of any potentially risky vocabularies. Next, it uses Natural Language

Processing (NLP) techniques on the predicates of all the triples in the dataset to

identify the kind of data stored in it. The results of the analysis are then pushed

onto a specifically developed ethics ontology - it is designed to answer a limited set

of ethics-related questions about the datasets. The ethics ontology is then queried to

identify ethical issues either in the datasets itself or to predict the ethical problems

that might arise after the integration of the datasets. Finally, based on the results of

the queries, STEDI will generate an easy-to-read ethics report for the benefit of the

human data-integrator.

1.5 Structure Of The Dissertation

The rest of the dissertation is organised as follows:

Chapter 2 - Background: Reviews the relevant background and state-of-the-art

techniques for analysing datasets with an ethical perspective

Chapter 3 - Design: Discusses the identified requirements for building the pro-

totype tool, the functional components of the approach and the high level operation of

the tool.

Chapter 4 - Implementation: Discusses the implementation details, the security

considerations, the challenges faced and how they were addressed.
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Chapter 5 - Evaluation: Explains the performance tests and the user evaluations

that were carried out to test the viability of this tool.

Chapter 6 - Conclusion: Summaries the work done and concludes the disserta-

tion.

5



Chapter 2

Background

This chapter reports on the various kinds of ethical concerns that are generally present

in technology, and in particular those that arise due to data integration. It also illus-

trates the popularity of linked data in general and how some ontologies help model

ethics-related data. Also, specific research work is explored in detail as its objectives

were close to this dissertation’s goals and thus helped lay the foundation for this work.

Finally, some commercially available state-of-the-art tools in this area are explored.

2.1 Ethical Concerns Of Data

Technology has been growing at a rapid pace in the past few decades, and businesses

worldwide have been doing everything they can to capitalise on this growth as it always

makes them more efficient with their resources. With the advent of data science (a

field in which scientific methods and algorithms are used to extract useful knowledge

from raw data [15]), businesses can gain more from technology than they ever have.

The only requirement to capitalise on the power of data science is data; more data

usually results in better outcomes. Hence, we are currently in the age of “data deluge”

[16] where every product and service operated by a for-profit company collects an

immense amount of data in hopes that this data will ultimately result in more profits

for the company. The problem with collecting and processing such large amounts of

information is that it might not always be in the best interests of the users of the

services or products sold by a company.
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An example would be the analysis of a person’s medical and social data, which can

be used to give access to personalised medicines, care and predictive measures. How-

ever, it can also lead to increased health insurance rates, making them too expensive

(maybe even unaffordable) for those at risk [17]. Hence, it is of utmost importance that

organisations understand the ethical ramifications of their data management practices

and act accordingly.

2.2 Google’s Advertising Services

Datta et al. identified that Google’s ad services were not as ethical as they claimed to

be [18]. By developing a tool called AdFisher, the authors found that immediately after

they browsed websites regarding substance abuse, they received advertisements related

to rehab, but the “Ads Settings” page did not reflect this change [18]. Therefore, this

demonstrates that despite Google portraying themselves as being transparent, their

advertisement recommendation algorithm was actually arcane, and their “Ads Settings”

page did not always accurately represent the change in data. Furthermore, the authors

were also able to identify that the ad system was discriminating against users based on

their genders because switching the gender from male to female significantly reduced

the number of high-paying jobs the user was shown [18].

2.3 Businesses, Profits And Ethics

In the paper titled “Is Ethical Behavior Good for Business?”, author Miller declares

that it is suitable for businesses to indulge in behaviour that lies in the intersection

of both ethical and profitable behaviour (as shown in Figure 1) [2]. However, the

problem arises when organisations assume that data analytics depends on mathematical

algorithms and therefore, cannot be biased [17]. They often overlook the fact that all

inherent biases and discriminations present in the data get amplified during the data

analysis [17]. Hence businesses need to operate and develop technologies with ethics

in mind.
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Figure 2.1: Venn Diagram showing what is good for business [2]

2.4 Privacy Issues

A common issue that stems from organisations collecting too much data is privacy-

leakage. The data subject’s privacy must be of utmost importance but is often neglected

[19]. When publishing statistics and other open data, organisations tend to redact

privacy-sensitive data by using simple anonymisation techniques. However, as multiple

studies have shown [12, 9, 20, 21, 22], it is extremely hard to anonymise data properly.

By integrating the anonymised dataset with another appropriate dataset, the data can

be de-anonymised in most cases, thereby allowing to identify the users uniquely and

expose their sensitive details.

2.5 Ethical Issues In Data Integration

An essential step in the information extraction process is the integration of two or more

datasets to create a unique dataset, which will, in turn, be used by complex statistical,

machine learning or data mining models [23]. Data integration usually involves three

main steps, and they are all prone to different ethical issues [23]:

1. Schema matching: It is the alignment of the schemas (if available) of the

datasets. The groups treated to be fair and diverse in the source can become

under- or over-represented after data-integration.

2. Entity resolution: It is the identification of the same entities stored in different
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datasets. Integrating datasets that generally protect the identities of the data

subjects might generate a new dataset that violates the privacy of the users.

3. Data fusion: It is the process of merging two or more datasets to construct a

new integrated dataset. Violation of user’s privacy may happen if appropriate

care is not taken while anonymising the datasets [12, 9, 20, 21, 22].

2.6 Requirements For Responsible Data Manage-

ment

Based on Abiteboul and Stoyanovich’s work [24, 25], the following are the requirements

for any tool or algorithm involved in data management:

• Be fair, i.e., without any unintentional bias or discrimination

• Be transparent

• Be accountable

• Be aware of the data subject’s rights and preferences

• Ensure diversity

• Responsible by design

• Privacy by design

2.7 Linked Data

In 2006, Tim Berners-Lee, the inventor of the World Wide Web (WWW) and the

director of the World Wide Web Consortium (W3C), coined the term “Linked Data”

to indicate the standards and practices suggested by the W3C to publish interconnected

data on the web [26]. The interconnected web of data is called the semantic web, and

it is an extension of the WWW. The semantic web is essentially meant to publish

structured information that is linked with each other, making the stored data more

useful through semantic queries [26]. The standout feature of linked data lies in its
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ability to reference pieces of data that were published by different users on the web. It

is built on standard web technologies and can share the structured data in such a way

that both humans and computers can consume it [27]. Linked Data has the capability

to reuse data in ways that were unforeseen at the data source, and this is precisely

what exponentiates the value provided by the semantic web. Linked data is the core of

what the semantic web stands for, and it is essentially the integration and automated

reasoning of a web of data [28]. Thus, a core concept of linked-data is data integration,

and it is required for data to be useful.

2.7.1 Linked Data Principles

The Linked Data principles, as stated by Tim Berners-Lee, are [29]:

1. Use URIs as names for things

2. Use HTTP URIs so that people can look up those names.

3. When someone looks up a URI, provide useful information, using the standards

(RDF*, SPARQL)

4. Include links to other URIs, so that they can discover more things.

2.7.2 Vocabularies & Namespaces

Linked-data datasets often use pre-existing vocabularies because that allows for proper

expansion of the semantic web. Vocabularies are well-documented domain-specific on-

tologies that can be used to model other data. Every vocabulary has its own namespace,

which is an identity space on the internet that the vocabulary’s maintainers own and

control.

2.7.3 Triple

A triple is the fundamental unit of expression in linked data. It is called a triple because

any data can be represented with a three-section relationship - subject, predicate and

object. The subject is the primary entity that the data is about, the predicate is the

type of data, and the object is the data itself.
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Figure 2.2: Example of a triple

In the example depicted in figure 2.2, <#Kavithvajen> is a URI and it is the

subject. foaf stands for “Friend Of A Friend” which is a vocabulary used to de-

scribe people. nick is the term depicting a nickname in the FOAF ontology1, and

foaf:nick as a whole is known as the predicate. Finally, the string "Kavith" is

the object. Therefore, the example above conveys the information “Kavithvajen’s

nickname is Kavith”.

2.7.4 Linked Data Applications

Since linked data almost always provides more value to the data when compared to

traditional database management systems, there exists a lot of real-life uses for it, and

some of them are:

• Linked open government data has the potential to be very useful for applications

that require public administration knowledge [30, 31, 32].

• Cultural heritage institutions are developing ontologies, vocabularies and appli-

cations that can take advantage of the semantic web [33].

• Biomedical data is converted into actionable knowledge with the use of a knowl-

edge graph that is driven by linked data principles [34].

1http://xmlns.com/foaf/spec/
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Figure 2.3: A typical linked data application architecture [3]

2.8 Ethics In Linked Data

2.8.1 Data Privacy Vocabulary (DPV)

The W3C Data Privacy Vocabulary and Controls Community Group (DPVCG) has

created a semantic web ontology to represent personal data [4]. Before DPV, there were

no clear vocabularies to describe information about the processing of personal data.

The core concepts of DPV (as shown in figure 2.4) are the data controller, recipient,

data subject, technical and organisational measures, legal basis, purpose, processing,

personal data category [4]. Some of the concepts defined in DPV are reused in the

ethics ontology that is designed as part of this dissertation.
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Figure 2.4: Core concepts of DPV [4]

2.8.2 GDPR & Linked Data

Quite a bit of work has been done in this area of linked data and GDPR(General Data

Protection Regulation). GDPR is a regulation in the European Union (EU) and Euro-

pean Economic Area (EEA) that pertains to the processing and movement of personal

data. The main aim of GDPR is to give the individuals located in the EU or EEA

full control over the data they generate, and prohibit multinational companies from

transferring data generated in the EU or EEA outside these regions [35, 36].

GDPR text extensions (GDPRtEXT) is a linked open dataset that exposes the GDPR

as a linked data resource [37]. GDPRtEXT enables other linked-data resources to

reference the information that addresses specific articles in the GDPR. This allows

businesses to build applications that can automate the retrieving and generation of

GDPR-related details - such as compliance towards specific obligations, privacy policy

generation or management of certain business processes.

Since consent is a vital part of processing personal data under the GDPR, Pandit

et al. propose a semantic web ontology called GConsent to model user consent and

its related information [38]. GDPR imposes restrictions on the validity of the consent

given by the data subject and gives them the right to withdraw their consent at any

time. GConsent can model all of the information related to the data subject’s consent,

including the current validity status.
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Figure 2.5: Core concepts of DPV [4]

2.9 State Of The Art

2.9.1 G-DIEP (GDPR Data Integration & Ethical Perspec-

tive)

The research question in Lochan’s work is very similar to the research question stated in

this dissertation [5]. The only differentiator is that Lochan’s work revolves around the

identification of GDPR-related issues before the integration of linked-data datasets. In

contrast, this dissertation does not focus only on GDPR; it instead takes into account

a broader scope of ethical concerns.

Lochan proposes a decision-making tool called GDPR Data Integration & Ethical

Perspective (G-DIEP); it incorporates an ethics-based decision-making phase into the

data integration process. First, the G-DIEP tool identifies the vocabularies present

in the linked-data datasets using the data from Linked Open Vocabularies (LOV) 2

2https://lov.linkeddata.es/dataset/lov/api
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[39], and this would give it some insights as to what kind of data was contained in

the dataset. Next, the information about the type of data and the vocabularies used

is pushed onto an ethics ontology; the ethics ontology’s sole purpose was to store the

GDPR-related aspects of the dataset. The ethics ontology was specifically designed to

answer ethics-related questions that have been alluded from Horizon 2020 - EU Ethics

Questions, and the Trinity College Dublin ethics questions [5]. Finally, the ethics

ontology is queried using the chosen ethics questions, and a report is generated.

Figure 2.6: Detailed Architecture Diagram of G-DIEP [5]
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A significant limitation of G-DIEP is that it depends on the metadata and vo-

cabulary of the datasets to accurately identify GDPR-related issues. Hence, G-DIEP

will not be able to retrieve the correct information if: (i) The metadata is missing,

incomplete or inaccurate. (ii) The vocabulary is not open and well-known.

2.9.2 Other Significant State-Of-The-Art Approaches

• SPECIAL (Scalable Policy-aware Linked Data Architecture For Pri-

vacy, Transparency and Compliance): This project uses semantic web tech-

nologies to provide solutions for compliance-related tasks. It is a European H2020

project and is focused on working with privacy-preserving big data technologies.

SPECIAL aims to allow the data subjects to share more data while guaranteeing

the protection of the data they share [40].

• BigID: This commercial automation tool simplifies the compliance of the fol-

lowing EU GDPR requirements - data minimisation, data subject rights, consent

management, data residency, and breach notification [41]. The tool uses ma-

chine learning techniques to understand personal data and its context, thereby

accurately determining the changes in personally identifiable information.

• DAPRECO (DAta Protection REgulation COmpliance): This project

deals with the creation of a knowledge-base modelling the legal informatics of

GDPR compliance [42]. The knowledge-base can host a lot of legal interpreta-

tions that occur in the law-related domain where the various laws are perceived

differently by different subjects (lawyers, judges and regulators). It is therefore

regarded as an innovative tool for authorities in the GDPR compliance assessment

[42].

• SAS for Personal Data Protection: This commercial tool provides a one-

stop solution for organisations to comply with data protection regulations like

GDPR and CCPA (California Consumer Privacy Act). It helps in every step of

the process - identifying, governing and protecting personal data [43].

• BPR4GDPR (Business Process Re-engineering and functional toolkit

for GDPR compliance): It is an EU Horizon 2020 project that aims to provide
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a set of tools under the concept of Compliance-as-a-Service (CaaS) which can

benefit any kind of organisation that is required to comply to GDPR [44]. It

provides a comprehensive framework that is scalable and can support end-to-end

GDPR-compliance-related processes [45].

• CREDS (Cyber Research Ethics Decision Support): The project provides

a decision support methodology, conceptual framework and an interactive tool

that facilitates cyber-based research (network and system security) by accurately

identifying, rationalising and managing ethical issues that might arise due to the

research [46].

2.10 Gaps & Opportunities For Further Work

A quick glance at the state-of-the-art approaches is enough to note that all of them focus

only on GDPR. Though GDPR is a well-formed regulation, it concentrates exclusively

on data protection and privacy, and there are a plethora of other ethical issues that

it does not consider. Ethics is not a set of rules or regulations; it is instead a more

philosophical way of thinking that refers to the principles concerning the distinction

between right and wrong or good and bad behaviour. A tool that can identify a

broad range of ethical issues in data can help steer technical innovations in a way that

benefits all of humanity. Since data integration is a crucial step that is involved in data

management [23], the proposed tool would benefit the most if it were to operate at this

layer. Predicting ethical issues before they materialise, and providing a clear report

of what data points are causing the issues will be beneficial for a data integrator. By

using this tool, the informed data integrator will now be able to decide if it is worth

merging these datasets as is or if any further precautions need to be taken.
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Chapter 3

Design

In this chapter, the overall design of STEDI will be discussed, and the various functional

components of the system will be introduced. Every design choice that was made during

the development of this tool will be explored, and a high-level operational workflow of

the tool will be portrayed.

3.1 Requirements

The proposed tool needs to be able to:

1. Allow loading of one or more linked-data datasets

2. Identify ethical concerns in datasets

3. Predict the materialisation of complex ethical issues that might arise after the

datasets have been integrated

4. Store the results of the ethics analysis in a specially-designed ethics ontology

5. Query the ethics ontology and generate an ethics report for the consumption of

the data integrator

3.1.1 UML Use Case

Since STEDI is marketed as an automated decision-support tool, the user only has to

upload the datasets and fill a small questionnaire regarding the datasets. STEDI will
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Figure 3.1: UML use case diagram

automatically identify all the ethical concerns in the datasets and generate a detailed

ethics report for the consumption of the user. In the background, STEDI stores the

identified ethical issues in a specially-designed ethics ontology which will be queried

while generating the report.
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3.2 Design Overview

For STEDI to satisfy the requirements stated in Section 3.1, an appropriate design

choice would involve five main components - User Interface, Loading Service, Risk

Identification Service, Ontology Management Service, Reporting Service. Figure 3.2 is

the sequence diagram that showcases the working of STEDI.

Figure 3.2: Sequence diagram depicting the working of STEDI
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3.3 User Interface

The User Interface (UI) is the primary interacting medium for the data integrator. This

component will also be the controller for the whole tool; that is, it will be responsible

for liaising with the other components. Also, the look and feel of the tool do not fit

in the scope of this dissertation and are not considered as a primary objective in the

design of the UI. The final requirements of the UI are:

1. It must liaise with all the other components and ensure successful operation of

the tool

2. It should provide appropriate feedback to the user and keep them informed about

the ongoing process

3. It must be minimalistic, responsive and easy to use.

3.4 Loading Service

The loading service deals with correctly loading the datasets and priming them for

analysis in the coming stages. A downside with G-DIEP (discussed in Section 2.9.1)

[5] is that the tool depended on the metadata of the datasets. Hence, to overcome that

issue, STEDI implements a different strategy where the data integrator is asked to fill

in a small questionnaire regarding every dataset. The questions are:

1. Enter the name of the data controller that the data subject originally agreed to

share their data with.

2. If any files are attached to the dataset, then enter some keyword(s) describing

the file. Otherwise, leave the entry blank.

3. Are the data subjects, individuals or groups?

The answers to these questions are stored in the specially-designed ethics ontology

that helps STEDI understand the kind of data stored in the datasets. These answers

are crucial in identifying particular ethical concerns in the datasets.
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3.5 Risk Identification Service

The risk identification service is the most critical component in this system; it deals

with identifying ethical concerns in the datasets and predicting the actualisation of

ethical issues that might arise after merging the datasets. Instead of relying only on

the metadata of the dataset like G-DIEP (discussed in Section 2.9.1) [5], state-of-the-

art Natural Language Processing (NLP) techniques are also used to identify the ethical

issues in the datasets.

3.5.1 Vocabulary-Based

The vocabularies used in the linked-data datasets will usually present a rough idea as

to what kind of data is present in the dataset. STEDI uses this technique to gain some

knowledge about the data stored in the datasets. This technique was inspired by the

work done in G-DIEP by Lochan (discussed in Section 2.9.1) [5]. Linked Open Vocab-

ularies 1 [39] play a significant role in this stage as their vast and detailed database of

linked-data vocabularies is very useful to get an understanding of what each vocabu-

lary normally represents. When vocabularies dealing with sensitive data are identified

in a dataset, the ethics ontology is updated accordingly. Table 3.1 lists some common

ethically-sensitive vocabularies used in linked-data datasets.

Name Prefix Namespace URI Describes
Friend-of-a-
Friend

foaf: http://xmlns.com/foaf/spec/ People

WGS84 geo:
http://www.w3.org/2003/01/g

eo/
Geo positioning

An ontology for
vCards

vcard:
http://www.w3.org/2006/vcar

d/ns

vCards (virtual
contact files)

BIO: A vocabu-
lary for biograph-
ical information

bio:
http://purl.org/vocab/bio/0

.1/

Biographical In-
formation

Table 3.1: Some vocabularies that model ethically-sensitive data

1https://lov.linkeddata.es/dataset/lov/api
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3.5.2 Predicate-Based

As was explained in Section 2.7.3, the predicate denotes what the data is about. Hence,

a significant design choice was made to identify a way to extract the predicate and thus

gain an understanding of what the data was about. STEDI would move through every

triple in the dataset and check to see if any of the predicates showed indications of

being part of a triple storing potentially unethical data. The advantage of using the

predicate to identify ethics issues is that it does not depend on the creator of the

dataset to have reused vocabularies or to have added proper metadata.

Since all entities in linked data are URIs, predicates must also have a typical URI

syntax that follows a hierarchical component structure. The standard URI syntax

structure separates the components using the slash (“/“), question mark (“?”), and

number sign (“#”) [47]. The term in the URI describing the predicate must be the

last component in the URI. Hence, regular expressions2 can be used to pattern-match

and find the predicate term in any URI. Once the predicate term(s) have been retrieved

from the URI, comparing the semantic similarity between the predicate term(s) and a

list of available issue-causing terms will help understand the predicate efficiently. The

results of the semantic similarity check are then pushed onto the ethics ontology.

Example: As depicted in figure 3.3, consider a situation where a custom ontology

is used to model the information: Online user ”youngSinatra85” has full name ”Sir

Robert Bryson Hall II”. Let the predicate be "lu:hasFullName", then the expansion of

this predicate would include the whole URI : “http://liveuser.org/ontology/lu/

hasFullName”. Now, the last component, which is “hasFullName”, is retrieved using

regular expressions. The string “hasFullName” in itself does not mean anything and

would make sense only if the camelCase3 was split, so another regular-expressions-

based pattern-matching system is set up to make sense of such terms. This would

render three separate terms “has”, “Full” and ”Name” which is closer to regular En-

glish syntax, and can be dealt with Natural Language Processing (NLP) techniques

to identify that some online user’s full name is being exposed. Thus, even if the on-

tology is not standard, the system will be able to identify such ethical concerns with

2https://en.wikipedia.org/wiki/Regular expression
3https://en.wikipedia.org/wiki/Camel case
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confidence.

Figure 3.3: An example showcasing the technique used to understand predicates

3.5.3 Data Integration Risks

After the previous step, STEDI will have a deeper understanding of the kind of data

present in the datasets, and also of the ethical concerns that are present in the said

dataset. The ethics ontology is queried to identify specific patterns in the type of data

the dataset possesses, and this will help to predict if an ethical issue will arise after
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data integration. A simple pattern to check for would be the presence of ethnic data

and crime rates; there would be critical ethical issues in an algorithm linking those

two pieces of information together and making predictions on future crimes based on a

person’s ethnicity. Thus, if a similar pattern is noticed, details regarding the issue and

the issue-causing area are sent to the reporting service. A total of four such complex,

data-integration-related ethics issues can be identified using STEDI; the details of

which will be presented in the next chapter.

Figure 3.4: An example integration-related ethics issue that STEDI can handle

3.6 Ontology Management Service

The ontology management service is involved in importing and managing the specially-

designed ethics ontology. When STEDI is launched, the ethics ontology is loaded

into the memory. Following that, whenever new ethical concerns are detected in the

datasets, the ontology management service makes sure the issues are correctly repre-

sented in the ethics ontology. Finally, when the reporting service is generating the

ethics report, the ontology management service returns the problems detected in the

relevant dataset.
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3.7 Reporting Service

The reporting service only deals with generating the ethics report. Its functions are:

• Asking the user for the correct directory in which to save the report

• Liaising with the ontology management service and querying the ethics ontology

• Generating a detailed text report of all the issues and the entities that caused

the issues

3.8 Tool Operation

This section explains in detail how the entire tool was designed to operate:

1. The user will have to start STEDI up and then select the input datasets.

2. A questionnaire will appear for every dataset that is loaded into the system.

3. The user will have to accurately answer the questionnaires to ensure the proper

functioning of the system. If the system detects that there are no answers, or if

the answers are inappropriate, it will display a relevant error message to let the

user know that they need to modify their responses.

4. If the questionnaire was filled-in successfully, then STEDI starts to process the

datasets. It does the following in a loop until all the datasets have been processed:

• Retrieves the vocabularies used in the dataset and identifies the various

domains that can be modelled with those vocabularies.

• Iterates through every triple in the dataset and expands every predicate to

obtain its URI. Using regular expressions4 to match specific patterns in the

URI, STEDI will be able to get the predicate’s name.

• STEDI will be able to gain some knowledge about what the predicates

mean by using word vectors and semantic similarities. Using this knowl-

edge, STEDI will be able to classify if the predicate represents a potentially

unsafe datapoint or not.

4https://en.wikipedia.org/wiki/Camel case
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• The knowledge gained about the dataset from the previous step is pushed

into the ethics ontology for future reference and reporting purposes.

5. After all the datasets have been processed, STEDI moves on to check the datasets

for complex ethical issues that might arise due to data integration. It has its

own knowledge of a limited set of complex ethical issues that occur due to data

integration. Hence, it uses the complex ethical issues knowledge in conjunction

with the knowledge it gains from querying the ethics ontology to check if any

complex integration-related issues might arise.

6. Based on the results from the previous step and by querying the ethics ontology,

a text report detailing all of the ethical issues that were identified or predicted

will be generated in a file location that the user chooses.
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Chapter 4

Implementation

This chapter introduces the intricate implementation details of STEDI. An essential

part of STEDI is the specially-developed ethics ontology; thus, the details as to how the

ontology was developed and the competency questions it aims to answer will be detailed

in this chapter. The programming infrastructure, mainly developed with Python 3 and

other external libraries, will be detailed in the coming sections. Lastly, the security

considerations and the implementation challenges will be discussed towards the end of

this chapter.

4.1 Competency Questions

A crucial step in developing an ontology is listing out the competency questions that

the ontology should be able to answer [48, 49]; this gives the designer a clear idea of

the scope of the ontology and helps them stay on track while developing the ontology

[50, 49]. Some of the competency questions were inspired by the concepts modelled

in the Data Privacy Vocabulary (DPV) [4], whereas others were inspired by unethical

practices that were identified and reported in the past few years.

4.1.1 Individual Datasets

The following ethical concerns were targeted for individual datasets:

1. Presence of Personally Identifiable Information (PII)
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Personally Identifiable Information (PII) is any data that can uniquely identify

an individual [51]. Some examples of PII are name, biometrics, passport num-

ber, home address, and telephone number [52]. Datasets should never contain

information that can uniquely identify an individual because that might lead to

user-privacy leakage (as explained in Section 2.4).

2. Neglecting the principle of data minimisation

The data collected from a data subject must be just enough to perform the

required data analysis task [53, 54]. Organisations tend to collect more data

than necessary to cover every edge case, but research shows that it unnecessarily

increases the damage done in case of a security threat [53]. According to the

GDPR [36, 35], the collected data must be adequate, relevant and limited to

what is necessary for the purpose for which it was collected.

3. Presence of ethically-sensitive data

Presence of sensitive data is not an ethical issue. However, if these data points

are linked with other appropriate information about an individual, they can re-

veal a lot of unnecessary details about the individual. The following is a list of

sensitive areas that were inspired by the concepts modelled in the Data Privacy

Vocabulary (DPV) [4]: age, behaviour, criminal activity, ethnicity, health, in-

come, loan records, location, non-disclosure agreements, physical characteristics,

political opinions, religion, and user tracking data.

4. Presence of attached documents that might contain PII

Documents like résumés, scanned medical prescriptions and photographs are com-

monly attached to datasets. These documents contain PII and other sensitive

details, and thus precaution must be taken before such datasets are integrated.

5. The data subject is a child

Regulations like Children’s Online Privacy Protection Act (COPPA) [55] make

sure that children’s data is managed very safely. It is well-known that a child’s

data is considered to be more sensitive than an adult’s data. Hence, it is justified

to look for children-related data in datasets before integrating them.
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6. Proper consent was not given to the data controller

Consent is the basis of ethical data handling. No data controller can use any data

without the data subject’s explicit consent. Consent is also a significant part

of the GDPR, and as discussed in Section 2.8.2, there exists an ontology called

GConsent [38] to model the data subject’s consent and other related information.

Since GDPR has a well-structured policy for working with consent, STEDI also

follows the same guidelines to make sure appropriate consent is given to the data

controller.

4.1.2 Data Integration Scenarios

This dissertation aims to show with the help of a prototype tool that the materialisation

of ethical issues can be predicted before datasets are integrated. However, it is almost

impossible at this time to be able to predict all kinds of ethical issues. Hence, this

tool focuses only on the following scenarios wherein data integration will cause some

ethical issues:

• Scenario - 1: Unethical linking of criminal activities and ethnicity data

As discussed in Section 1.1, the COMPAS recidivism algorithm [10] was biased

towards black people as it usually predicted them to be at a higher risk of re-

offending than they actually were. This scenario was included to combat such

unethical linking of criminal activities to the data subject’s ethnic background.

• Scenario - 2: Unfair use of a person’s online behaviour to decide if

financial institutions should grant them a loan.

Companies like CASHe and Lenddo track everything a user does online before

granting them a loan [56, 57]. For youngsters with low credit scores, this seems

like an excellent way to get a loan, but it is not an ethical way to conduct business

for a financial institution. The potential borrowers are meticulously profiled by

going through their social media posts, online purchases, mobile phone usage,

and allegedly even how quickly they respond to texts [56, 57, 58].

• Scenario - 3: Unethically using a person’s social media activities and

online behaviour to increase medical insurance rates
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The Health Service Executive (HSE)1 provides public health and social care ser-

vices for the people living in the Republic of Ireland [59]. In March of 2019, it was

reported that the HSE’s website was filled with third-party ad trackers that were

leaking sensitive information about the users of the website [60]. This included

information on people looking for advice on unplanned pregnancy and methods

to tackle HIV. Such sensitive details about the users of a public health website

should never be accessible to anyone.

If the HSE has embedded ad trackers, it is highly possible that medical insurance

providers also have such trackers embedded on their websites. A hypothetical

example would be a medical insurance provider gaining access to a user’s online

behaviour and social media activities; in that case, the company can unethi-

cally regulate the prices depending on the user’s medical conditions and other

online behaviour. It can also study the user’s social media posts and gain an

understanding of the user’s regular activities (e.g., adventure sports). With that

knowledge, they can make wrongful assumptions about the safety of the user and

the people they are connected to, which in turn could lead to hiked insurance

rates for the user and their connections.

• Scenario - 4: Integrating datasets to create a tailored reality for users,

especially with regards to their political opinions.

Eli Parser originally coined the term ”filter bubble” which is another name for a

tailored online reality where everything is customised to the user’s preferences.

Technology has advanced so much that it can create a fully-customised universe

of information for every user; though it sounds pleasant, it can actually alter the

basis of how humans typically encounter new ideas and information [61]. Users

unconsciously start believing that everyone thinks like them; which can in turn

render them oblivious to others’ thoughts and perspectives.

A well-known example of a harmful filter bubble is the one that occurred during

the US presidential elections of 2016 [62, 63]. Most people who were sure that

he would lose the elections to Hillary Clinton were oblivious of the popularity

1https://www.hse.ie/eng/

31

https://www.hse.ie/eng/


Trump had gained in the United States of America. This was due to the news

sources providing them with the information they wanted to hear - that Trump

would lose.

4.1.3 Final List Of Competency Questions

1. Are the principles of data minimisation followed in the dataset?

2. Does the dataset contain any Personally Identifiable Information (PII)?

3. Does the dataset collect data that is associated with the following areas - age,

behaviour, criminal activity, ethnicity, health, income, loan records, location, non-

disclosure agreements, physical characteristics, political opinions, religion, and

user tracking data.

4. Does the dataset have any attached document(s) that may contain PII?

5. Does the dataset have any children-related data?

6. Did the data subject give explicit consent to the data controller for handling their

data?

7. Can the datasets be integrated in a way that allows for unethical assumptions to

arise about certain ethnicities being more inclined to criminal behaviour?

8. Can the datasets be combined in a way that will enable financial institutions to

unfairly decide who gets a loan based on their online behaviour and interests?

9. Can the datasets be integrated in a way that allows insurance companies to

unscrupulously hike medical insurance rates based on one’s social media activities

or online behaviour?

10. Can the datasets be combined in a way that allows for the creation of a tailored

reality, especially with regards to political opinions?
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4.2 Ethics Ontology

An ethics ontology was created to specifically answer the ten competency questions that

were introduced in the previous section. The ontology development was guided by the

paper titled ”Ontology Development 101: A Guide to Creating Your First Ontology”

by Natalya F. Noy and Deborah L. McGuinness [49]. The steps followed were:

1. Determining the domain and scope of the ontology: it immediately ap-

peared that the ontology would be the backbone of STEDI. Its primary function

was to store details regarding the ethical views of the datasets. This stored infor-

mation would then be used to predict data integration issues and to generate an

ethics report about the datasets. Defining the competency questions at an early

stage in the design process helped ensure that the ontology could hold enough

information to actually answer those questions.

2. Considering existing ontologies: other existing ontologies were studied, both

for their ontologies and also the concepts they presented. Data Privacy Vocabu-

lary (DPV) [4] and GConsent [38] displayed values that aligned closely with the

values of this dissertation. The modelling of user consent was heavily influenced

by the design strategies made for GConsent. Some of the object properties even

reused concepts from the GConsent ontology.

3. Listing all important terms: the exact concepts and the relationships between

them were identified to clearly express the knowledge required to answer the

competency questions. It was an iterative process, and the ontology was changed

multiple times throughout the research period to better fit the information it had

to represent.

4. Defining the classes and their hierarchy: a ”top-down development process”

[49] was followed to define the classes and their hierarchy. The base classes

identified were: Consent, Data Controller, Data Subject and Status. Figure 4.1

visualises the relationships between all the base classes.

The Consent class is reused from the GConsent ontology [38] to model the user’s

consent. The Consent class does not include all the concepts that GConsent

models, instead only a few of them are used. However, a lot more of GConsent’s
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Figure 4.1: Graphical visualisation of all the base classes

concepts can be added in the future to enable a more detailed consent-modelling

strategy. The Consent class has relations with all the other three base classes:

Data Controller, Data Subject and Status.

The Data Controller class is reused from the DPV ontology [4], and it repre-

sents the current organisation/team/person that is handling the dataset. In this

ontology, the Data Controller class only has one data property, and that is its

name.

The Data Subject class is reused from the DPV ontology [4], and it is used to

model the primary data subject of the dataset. It has two subclasses: Group and

Individual. Since the subclasses will be able to model the information regarding

the data subjects better, it does not have any natural properties to itself.

The Status class is reused from the GConsent ontology [38], and it is used to

model the current status of the consent. The status can either be ”Valid for

processing” or ”Not valid for processing”. Hence, this class has been modified

to have only one boolean data property: ”isValidForProcessing”, which can

only hold the values ”True” or ”False”.
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5. Defining the properties: The internal structure of the concepts are modelled

with the use of properties. All of the relevant properties and their types (data-

property or object-property) were defined clearly. The properties were based on

the competency questions defined earlier in Section 4.1.3.

6. Defining the facets of the properties: The properties have many features

(also known as facets) such as cardinality, value type, domain and range. These

facets determine how many different values they can store, what the data type

of the value will be, the domain of the property, and the range of the property.

All the data properties, except ”hasDataControllerName”, are boolean data

properties. The ”hasDataControllerName” stores a string value of the data

controller’s name.

The boolean data properties can only store ”True” or ”False”, and the default

value for every data property is ”False”. Therefore, only if an issue is identified,

the relevant value will change to ”True”.

7. Defining the instances: Each dataset will have an instance for itself in the

ethics ontology. This way, multiple datasets can be analysed, and their infor-

mation will be stored safely in the same ethics ontology. The instances will be

named after the dataset’s name. Once the datasets have been processed, the

ethics ontology will contain an instance for every dataset. The instances will

have a boolean value (True or False) for every issue-related property, and a

string (containing the name of the data controller who was initially given consent

to process the data) for the ”hasDataControllerName” property. See Appendix

A for a detailed report of all the properties in the ethics ontology.

4.2.1 Ontology Development Infrastructure

• The ethics ontology was built as an OWL2 ontology using the popular, open-

source tool Protégé2 [64].

• The in-built HermiT3 reasoner in Protégé was used to identify logical inconsis-

tencies in the ethics ontology.

2https://protege.stanford.edu/
3http://www.hermit-reasoner.com/
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Figure 4.2: Graphical visualisation of all the data properties

• The ethics ontology was also checked for common pitfalls and bad design patterns

using OOPS! (OntOlogy Pitfall Scanner!)4.

• Sufficient metadata is provided for the ethics-ontology in the form of detailed

comments, labels and other annotations.

4.3 Programming Infrastructure

4.3.1 Python 3

Version: 3.8.5

4http://oops.linkeddata.es/
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Figure 4.3: Screenshot of the Protégé ontology editor

The programming language used throughout the development of STEDI was Python

3. This programming language was chosen for its simplicity and its broad applicability.

4.3.2 RDFLib

Version: 5.0.0

RDFLib is a popular Python package for working with RDF-based datasets5. It

includes built-in parsers, serialisers, querying interfaces and many other utility func-

tions. STEDI uses the RDFLib package to work with the input linked-data datasets

and the ethics ontology. RDFLib makes it very easy to parse linked-data datasets and

query them.

5https://rdflib.readthedocs.io/en/stable/
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4.3.3 LOV API

The Linked Open Vocabularies (LOV) Application Programming Interface (API)6,

is an open-source online repository that contains a lot of information regarding most

standard linked-data vocabularies [39]. The LOV API is used by STEDI to understand

what information is being presented by the dataset.

4.3.4 spaCy

Version: 2.3.2

spaCy is a performance-oriented Natural Language Processing (NLP) tool7. The

spaCy Python package is used by STEDI to analyse predicates and understand the

type of data being stored. The semantic similarity function is used together with a

spaCy English-language model to gain an understanding of what the predicate terms

mean.

4.3.5 tkinter

Python’s standard GUI toolkit is called tkinter, and it comes packaged with the official

Python distribution8. The front-end for STEDI was entirely built with tkinter due to

its simplicity and ease of use. The biggest downside of tkinter is that the programs

developed with tkinter tend to look old-fashioned. However, as mentioned in Section

3.3, the look and feel of the tool is outside the scope of this dissertation. Thus, tkinter

was the perfect tool to use for this project.

4.4 Front-End

Section 3.2 introduced the five components of STEDI - the first two components being

User Interface and Loading Service. Though they perform two different functions, they

operate on the same layer, that is the front-end. Hence, both the User Interface and

the Loading Service components are built into the front-end of the tool. As depicted

6https://lov.linkeddata.es/dataset/lov/api
7https://spacy.io/
8https://docs.python.org/3/library/tkinter.html
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in figure 4.4, STEDI’s front-end has satisfied all the requirements of the User Interface

and Loading Service components (as discussed in Section 3.3 and Section 3.4):

• It successfully loaded the datasets.

• It displayed the questionnaire.

• It liaised with all of the other components to successfully process the datasets.

• It provided appropriate feedback to the user by mentioning the chosen datasets,

displaying a progress bar, giving a short description of the current process and

finally, using a message box to notify the user that the process has finished

running.

• Finally, the UI is very responsive and requires minimal action on the user’s part.

It is designed in such a way that it is easy to use even for first-time users.

Figure 4.4: Screenshot of STEDI’s front-end
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4.5 Back-end

The back-end of this tool consists of the other three components - Risk Identification

Service, Ontology Management Service and Reporting Service. These services work in

tandem to identify a wide range of ethical issues in the datasets and report them to

the user. The execution strategy to identify these issues is to use a phased approach.

Figure 4.5 showcases the architecture diagram for this phased approach.

Figure 4.5: Architecture diagram for STEDI’s back-end

4.5.1 Phase 1: Examine Vocabularies

The first phase was inspired by the approach taken by G-DIEP [5] (explained in Section

2.9.1). The vocabularies of the dataset are retrieved and examined using the Linked

Open Vocabularies API9 [39]. An HTTP GET request is made to the API containing

the details regarding the vocabularies present in the dataset, and the response is in

JSON. In this response, there is an attribute called ”tags” which contains information

regarding the areas that the vocabulary focuses on modelling. Therefore, retrieving

9https://lov.linkeddata.es/dataset/lov/api
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the value of the tags attribute will reveal a lot of data about the dataset. Figure 4.6

showcases the tags attribute as seen in a JSON response about the ”geo” vocabulary10.

Figure 4.6: The tags attribute for the ”geo” vocabulary

After retrieving the tags, STEDI compares them with a built-in list of tags to

identify if the vocabulary’s domain is ethically-sensitive or not. Ethically-sensitive

domains do not always represent a risk, which simply means that the data might be

sensitive, and hence a lot of care needs to be taken while using the dataset. Table 4.1

indicates the list of sensitive tags and the matching data-property it sets to ”True” in

the ethics ontology.

Sensitive tags Data-property triggered
Geography hasLocationData

Society hasEthnicityData

Health hasHealthData

Biology hasHealthData

Government hasPoliticalOpinions

Table 4.1: STEDI’s list of sensitive tags and their matching data-properties

4.5.2 Phase 2: Examine Predicates

The second phase is focussed on extracting the predicate and analysing it for ethical

issues. As explained in Section 3.5.2, the system starts off by iterating through every

triple in the dataset and retrieves all the predicates. When the predicate is expanded

into its full URI, the last component of the URI will represent the predicate term. A

regular-expression-based pattern-matcher is used to extract the last component from

the URI. It is common practice to have predicate names in camelCase; thus, the next

step would be to use another regular-expression-based pattern-matcher to split the

camelCase and include spaces between the terms. Once this is done, the result will

10https://www.w3.org/2003/01/geo/
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be a string of predicate tokens that can be utilised by NLP techniques to understand

what the terms mean.

Figure 4.7: The regular expression code written to extract the predicate terms

To comprehend the predicates, there exists an extensive list of ethically-sensitive

words that are modelled as a Bag-of-Words (BoW). The BoW is stored as part of a

massive dictionary inside STEDI. The semantic similarity function in spaCy is used to

check if any of the tokens in the predicate string are related to any of the words in the

BoW. If two terms seem to have a high similarity, then the appropriate data property

in the ethics ontology is set to ”True”. If there is not enough similarity between the

terms, then the data property is left in its default value which is ”False”. Table 4.2

contains the exact BoW that indicates the presence of an ethical concern, and the

data-property it modifies in the ethics ontology.

Appendix B.1 contains a code snippet that shows how the predicate processor

method was implemented in Python; it first uses regular expressions to retrieve the

predicate tokens and then uses spaCy’s similarity function to identify semantically

similar predicates. Based on the results of the similarity check, the applicable data

property’s value is set to ”True”.

4.5.3 Phase 3: Fill Ethics Ontology

After the ethical concerns in the dataset have been identified by Phase 1 and Phase 2,

the results need to be stored in the ethics ontology. The results are not pushed into

the ethics ontology as and when an ethical concern is detected. Instead, the results of

the analysis are temporarily stored in a Python dictionary until the dataset has gone

through the first two phases. Once the dataset has been thoroughly processed, the

third phase begins by pushing the results of the analysis (that is, the values stored in
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Data property Bag-of-Words
hasAge ”age”, ”birthday”, ”dob”

hasBehaviourData
”behaviour”, ”interest”, ”myers”, ”opinion”, ”per-
sonality”

hasChildData
”baby”, ”child”, ”juvenile”, ”kid”, ”minor”,
”teenager”, ”young”

hasContactInformation ”account”, ”contact”, ”email”, ”phone”, ”skype”
hasCriminalActivity ”criminal”, ”felony”, ”jail”, ”prison”

hasEthnicityData
”accent”, ”community”, ”dialect”, ”immigrant”,
”language”, ”race”, ”religion”

hasHealthData ”DNA”, ”consult”, ”doctor”, ”health”, ”medical”
hasIncomeData ”earning”, ”income”, ”salary”
hasLoanRecords ”debt”, ”loan”

hasLocationData

”address”, ”area”, ”city”, ”county”, ”lives”, ”loca-
tion”, ”postal”, ”resident”, ”station”, ”zip-code”,
”x”, ”y”

hasName ”name”

hasPhysicalCharacteristics

”body”, ”colour”, ”disability”, ”gender”, ”hair”,
”height”, ”piercings”, ”size”, ”skin”, ”tattoos”,
”weight”

hasPoliticalOpinions ”politics”
hasReligion ”divinity”, ”faith”, ”religion”, ”worship”

hasSignedNDA
”NDA”, ”non-disclosure”, ”nondisclosure”, ”confi-
dential”, ”secrecy”, ”agreement”

hasUserTrackingData
”advertisement”, ”browser”, ”history”, ”search”,
”tracking”

Table 4.2: Ethics ontology’s data properties and the matching BoW

the dictionary) into the ethics ontology.

The ”saving” of values in the ethics ontology is performed in the following manner

(see Appendix B.2 for the Python implementation):

1. Create a new individual for the ethics ontology with the same name as that of

the dataset being processed.

2. Identify if the data subject is an individual or a group, and update the ethics

ontology accordingly.

3. With the individual as the subject, predicates are created for every ethical issue,
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and the object becomes a boolean value stating if the ethical concern is present

(True) or not present (False).

4. Finally, information regarding which vocabulary or predicate triggered the issue

is also stored in the ethics ontology.

4.5.4 Phase 4: Identify Integration Issues

Specific data-patterns identifying the four scenarios from Section 4.1.2 are stored in

STEDI as existing knowledge. Once a similar pattern is noticed in the input datasets,

the scenario is marked as present in the datasets. The information regarding the

scenarios is also temporarily stored in Python dictionaries (as shown in Figure 4.8).

The code snippets of the method that is used for identifying the integration issues are

presented in Appendix B.3.

Figure 4.8: Code snippet showing how the scenario’s data-patterns are stored

4.5.5 Phase 5: Generate report

The final phase is focused on reporting the detected ethical issues. The generated

ethics report is a text file that clearly states all the ethical concerns in the datasets

and the predicted ethical issues that might arise from data integration. STEDI adds

the following information in the report:
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• The name of the data controller with whom the data subjects initially consented

to share their data.

• If the dataset is valid for processing or not; this is identified by comparing the

name of the approved data controller with the name of the current organisation

handling this dataset. If they are the same, then the dataset is marked as valid

for processing.

• The data subject’s type (Individual or Group).

• The identified ethical concerns and the predicate or vocabulary that caused the

issue.

• A detailed explanation of the data-integration issues that were identified.

4.6 Application Flow

In this section, a typical workflow of STEDI from start to end is illustrated. See

Appendix - C.1 for screenshots.

1. As soon as the tool is launched, a small dialogue box pops up asking for the

name of the current organisation that is using this tool. The application will

only proceed to the next step if the organisation name is entered.

2. Clicking on ”Select input datasets” makes a file dialogue appear, through which

the user can select the input datasets.

3. Once the datasets are selected, the dataset-questionnaire is displayed in this

instance. After answering the questionnaire correctly, the ”Done” button needs

to be pressed for the dataset analysis to start.

4. STEDI starts to analyse the datasets by going through all the phases that were

discussed in Section 4.5.

5. It provides ample feedback to the user by displaying a progress bar and a status

widget. The status widget briefly describes the current process running in the

background.
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6. A message box appears on the screen to notify the user that the datasets have

been processed.

7. Once the ”Ok” button is clicked, a file dialogue opens to allow the user to choose

a location in which to save the ethics report. Once a directory is selected, STEDI

proceeds to save the ethics report in that location.

8. Finally, after saving the ethics report at the chosen location, another message

box pops up to let the user know that the ethics report has been generated.

4.7 Security Considerations

4.7.1 Incorrect Risk Identification

STEDI cannot afford to be negligent when it comes to identifying ethical issues because

it operates in a critical environment; a wrong prediction might cause tremendous harm

[10, 12, 14]. Therefore, the tool has been designed in such a way that it would permit

a lot more false-positives than false-negatives. The barrier set for a vocabulary or

predicate to classify as an ethical concern is shallow. Furthermore, the predicate tokens

do not have to be an exact match or a synonym of the in-built BoW; Instead, they

simply have to be somewhat related to one of the terms in the BoW to be classified

as an ethical concern. This ensures that even if the tool made a mistake, this mistake

would be a precautionary false-positive issue rather than a missed ethical issue.

4.7.2 Programming Infrastructure

STEDI uses some third-party Python libraries, and these libraries must not have any

significant security issues. Hence, only well-reputed, standard third-party dependencies

were used to develop STEDI. It uses only the latest, fully-patched versions of these

dependencies.

4.7.3 Human Error

Sufficient precaution has been taken while developing the tool to account for common

human errors. The tool has gone through rigorous tests of irregular human behaviour
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to make sure it does not fail when a user does something out of the ordinary. All

corner-case errors are caught and handled efficiently. The following precautions have

been taken to handle human errors (See Appendix-C.2 for screenshots):

• The user will not be allowed to circumvent the first dialogue box. They need to

enter the name of their current organisation to proceed with using the tool.

• If the user wants to clear their current selection of datasets, they are free to do

so by clicking on the ”X” button.

• The name of the data controller needs to be given in the questionnaire. Otherwise,

a message box asking the user to input the name will pop up.

• The type of data subject (Individual or Group) needs to be selected. Otherwise,

a message box will pop up asking the user to select one.

• Once the tool is done processing the dataset, if the user clicks on the ”cancel”

button in the file dialogue, the tool will loop back and ask the user to choose a

location to save the ethics report.

Apart from the above anticipated human errors, it is of utmost importance that

the data integrator is honest and knowledgeable in the areas of privacy and ethics.

It is easy for a data integrator to run STEDI, identify the areas triggering an ethics

issue, and modify them so that STEDI’s checks are cleared. Or, they could also just

ignore the identified issues and proceed to integrate the datasets. The only solution

to this problem is that organisations need to be aware of such issues and take the

precautionary steps to hire well-trained and ethical employees.

4.8 Implementation Challenges & How They Were

Addressed

4.8.1 Tool Platform

Deciding whether the tool had to be a desktop application or a web application was

one of the biggest challenges while developing this tool. The original idea was to
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make the tool a desktop application as it reduced the cyberattack surface. However,

towards the end of the development period, the web-application route seemed to be

more favourable owing to faster processing and up-to-date risk identification services.

Since not all computers are created equal, the processing times tend to vary a lot

between machine to machine, and this is primarily due to the NLP technique used in

identifying ethical issues in predicates. Hence, a server-side analysis of datasets might

provide faster results and more importantly, a more consistent processing time. This

dissertation implemented STEDI as a desktop application due to a lack of time, but

future work could include making STEDI a web application.

4.8.2 Data Minimisation

The principle of data minimisation states that only the required amount of data must

be collected [53, 54]. However, one question it does not answer is ”How much data

is too much?”. This is purposefully left out as a single number cannot be applied

for all data collection requirements. Hence, it is hard to identify data minimisation

violations. This problem was temporarily addressed by setting 10 as the number. This

number was chosen arbitrarily as it was better to flag datasets that had more than ten

data-points about a single individual than not considering this issue at all. It would

be a false-positive in most cases, but it is best left for the data integrator to decide if

it is an actual ethical concern.

4.8.3 Comprehending Data

Identifying the kind of data present in datasets was a significant issue during the early

stages of this dissertation. Though it seems like a simple matter to humans, it is tough

to make a software program understand what a certain kind of data looks like. Similar

issues are being dealt within the area of text analytics, and NLP techniques seem to

be very successful in solving such problems [65, 66]. Hence, NLP was considered as a

viable option to make sense of the predicates found in linked-data datasets.
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Chapter 5

Evaluation

This chapter describes the input datasets that were used during the testing and eval-

uation of this tool, the overall workflow of the application, and the ethics report that

is generated. In addition, this chapter describes the approach taken to test the via-

bility of STEDI through user-evaluation. For reproducibility purposes, all the input

datasets1 used in this evaluation and STEDI2 itself are available online for download.

5.1 Input Datasets

Two groups of input datasets were used to test STEDI’s abilities. One of the groups

have two open datasets with real-life data, and the other group contains two synthetic

datasets that were specifically designed to trigger certain ethical issues.

5.1.1 Real-Life Datasets

• Dataset - 1: Ireland’s demographic data

This dataset contains demographic data regarding the people who lived in Ireland

in 2011 [67]. It contains a wide range of information such as place of birth,

nationality, ethnicity, religion and languages spoken. Data is present for 18, 488

small areas present in the Republic of Ireland. Figure 5.1 shows some of the

datapoints present in this dataset.

1https://drive.google.com/drive/folders/1kk-KyGw3I-BDJh8nNQ2BZytm51jezOsN
2https://github.com/Kavithvajen/STEDI
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Figure 5.1: A few datapoints in the Demographic dataset

• Dataset - 2: Crimes recorded at Garda stations

This dataset contains information regarding the various crimes that were com-

mitted throughout the Republic of Ireland from 2003 to 2016 [68]. However, only

data pertaining to the year 2011 was considered as it could be directly integrated

with the Irish demographic data that was discussed previously. The Garda3 is the

national police service of Ireland, and there are multiple Garda stations present

throughout the country. This dataset contains information regarding the location

of the Garda station and the number of crimes that were reported in every crime-

category over 13 years. Some crime-categories did not exist until 2010, hence why

the data up until then is erratic - but from 2010 to 2016 there is a standard set

of crime-categories. This was not an issue as the interested period was only the

year 2011, and the data was consistent throughout this period. Figure 5.2 shows

some of the datapoints present in the dataset.

The problem with these two datasets is that they are presented only in the CSV

(Comma-separated values) format, and they have to be uplifted into linked-data. The

datasets have been published under licenses that allow the use and modification of the

data for non-profit, personal, research and educational purposes [67, 68]. Hence, the

datasets were extracted and uplifted to RDF. The uplifting of the dataset was done

using Juma - a jigsaw puzzle metaphor-based representation of linked-data mappings4

3https://www.garda.ie/en/
4http://juma.adaptcentre.ie/juma-editor/login
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Figure 5.2: A few datapoints in the Garda dataset

[69]. Regarding the Garda dataset, only the statistics from 2011 were extracted to

ensure that the datasets are accessible.

Both these datasets use a new vocabulary that is unknown to LOV [39] and hence

proves to be excellent testing datasets. Phase 1 of the tool will not be able to identify

the ethical concerns in either of these datasets, hence it is dependent only on Phase 2

to identify the concerns using predicate analysis. Also, these datasets were specifically

chosen as they do have the potential to cause a complex data-integration-based ethical

issue, specifically Scenario - 1 (as described in Section 4.1.2) where crime statistics are

merged with ethnicity-related data. The locations in both the datasets can be matched

as they are all places in the Republic of Ireland, and unfair assumptions can be made

regarding the future criminal possibilities of certain ethnicities.

After some initial tests, it was noted that the ethical analysis took too long to be

feasible. This was later identified as a cause of these two datasets being too big for

personal computers to process. Hence, mini-versions of the datasets were created for

testing and evaluating purposes. The mini-versions represented the same data and had

all the predicates, but the number of individuals was reduced.

5.1.2 Synthetic Datasets

Apart from the real datasets, two synthetic datasets were also created to see if STEDI

was able to identify other integration-issues correctly. The datasets were specially

designed to trigger Scenario - 2 (as described in Section 4.1.2), where a user’s online

behaviour is used by financial institutions to decide if the user can be granted a loan.

The fabricated datasets are:
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Figure 5.3: Graph representation of the borrower’s dataset

• Dataset - 1: User’s online profile

This linked-data dataset was created to store information regarding a user’s on-

line profile and behaviour. The data stored in this dataset consisted of three

individual data subjects, their unique ad tracking ID, their age, date of join-

ing the platform, and their interests (obtained from online browsing behaviour).

Figure 5.3 illustrates a part of the graph-representation of this dataset.

• Dataset - 2: Financial institution data

This linked-data dataset was created to store information about the loan status

and history of customers belonging to a financial institution. The same indi-
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Figure 5.4: Graph representation of the financial institution dataset

viduals from the previous user-dataset are present in this dataset. However, in

this dataset, their ad tracking ID, their borrowed loan amount and information

on their loan repayment history is stored. The two datasets can be integrated

entirely using the matching ad tracking ID. Figure 5.4 shows a part of the graph-

representation of this dataset.

5.2 Performance Of STEDI

STEDI was locally tested with each of the two groups of input datasets mentioned in

Section 5.1. The ethics reports generated by both the runs are deeply analysed in this

section. A point to note is that the integration-scenario results are not considered for

this evaluation because they are entirely dependent on the results of Phase 1 & 2 (as

discussed in Section 4.5).

5.2.1 Execution - 1

During the first execution, the real-life datasets (discussed in Section 5.1.1) have been

used. Since the datasets are publicly-available open-datasets, the answer to the data

controller question in the questionnaire can be the same as the current organisation’s

name. Table 5.1 compares the results of the execution with the ground truth that was
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manually identified in the datasets. The full ethics report is presented in Appendix

D.1.

Table 5.1: Execution - 1: Observed values vs. Ground Truth
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5.2.2 Execution - 2

During the second execution, the synthetic datasets (discussed in Section 5.1.2) have

been used. Since the datasets are synthetic and in order to check if STEDI identifies

improper consent, data controller names are purposefully changed. Table 5.2 compares

the results of the execution with the ground truth that was manually identified in the

datasets. The full ethics report is presented in Appendix D.2.

Table 5.2: Execution - 2: Observed values vs. Ground Truth
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5.2.3 Metrics

The chosen metrics for this analysis are Accuracy, True Positive Rate, True Negative

Rate, Precision and F-Score.

• Accuracy: It gives a rough idea of the number of correct predictions STEDI has

made.

Accuracy =
TP + TN

TP + TN + FP + FN

• True Positive Rate (TPR): As discussed in Section 4.7.1, the dissertation

aims not to have any false-negative predictions. Hence, this metric provides the

best understanding of how well the tool performs with respect to not allowing an

ethical concern to go unnoticed.

TruePositiveRate =
TP

TP + FN

• Precision: Due to the high penalties given to false positives, it gives a good

understanding of the ethical issues that are being falsely classified as present

in the dataset. Precision is not the primary metric used to evaluate STEDI.

However, a very low precision value will classify every datapoint as an ethical

concern.

Precision =
TP

TP + FP

• F-Score: The F-Score takes both TPR and Precision into account to provide

a good understanding of how the model performs in general. False-negatives

and false-positives are both weighted higher than the true-negatives and true-

positives.

F − Score =
2 ∗ TP

2 ∗ TP + FP + FN
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5.2.4 Performance Results

A confusion matrix is built with the total values observed in Section 5.2.1 and Sec-

tion 5.2.2. Once the confusion matrix is built, the metrics are calculated using their

appropriate formulas.

Table 5.3: The confusion matrix

Table 5.4: The calculated metrics

As seen in the metrics, it is clear that no existing ethics issue went unnoticed (as

explained in Section 4.7.1). However, there were some discrepancies with issues that

did not exist in the dataset but were flagged by STEDI. Looking deeper into this issue

reveals that certain predicates like “birth place” are identified as both a location and a

child. This issue is caused by spaCy’s semantic similarity function relating “birth” to a

child. This cannot be regarded as a mistake because the two words “birth” and “child”

are definitely related tokens; just not in this case. Hence further work in the NLP part

of this dissertation is required to be able to identify these discrepancies accurately. As

was expected, the weakest metric is precision. STEDI is built in a way that it will

allow more false-positives than false-negatives.

The dataset analysis process was timed during both the executions. During the first

execution, 216 triples were analysed in 220 seconds, and during the second execution,
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50 triples were analysed in 66 seconds. That is an average processing speed of 0.87

triples per second, or in other words; it takes approximately 1.165 seconds to process

a single triple. These speeds were achieved on a Mid-2015 15” MacBook Pro with a

2.2GHz Quad-Core Processor and 16GB of RAM.

5.3 User Evaluation

This section describes the user evaluation done to evaluate the usability of STEDI.

5.3.1 PSSUQ

The PSSUQ (Post-Study System Usability Questionnaire) was used to measure the

users’ perceived satisfaction from using the tool. It is a 16-item standardised question-

naire that helps the developers of a system (hardware or software) understand how

satisfied their users were by using their system. Each question has seven possible an-

swers ranging from “Strongly Agree” to “Strongly Disagree”, out of which the user

must select one. A global score will be obtained in the end with three subscales -

System Usefulness, Information Quality, and Interface Quality. See Appendix D.3 for

the full list of questions that are a part of PSSUQ.

5.3.2 PSSUQ Metrics

The metrics that were considered for this study were all the values that could be

extracted from PSSUQ, and they are [1]:

• Overall: the standard metric that indicates the overall usability of the tool. It

is calculated by taking the average of all responses received.

• System Usefulness (SysUse): this metric depicts the usefulness and ease-of-

use of the system. It is calculated by averaging the responses for questions 1 to

6.

• Information Quality (InfoQual): this metric shows how easy it is for a user

to use only the tool and the documentation provided with the tool to recover
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from a mistake they made. It is calculated by averaging the responses given for

questions 7 to 12.

• Interface Quality (IntQual): this metric indicates how good the User Interface

of the system is. The metric is calculated by taking the average of the responses

received for questions 13 to 15.

5.3.3 Participants

A group of 10 participants who had at least an undergraduate degree in Computer

Science were considered for this study. All of them had at least elementary knowledge

of the semantic web and how linked-data worked. The participants were initially sent

a recruitment message for volunteering, and once they agreed they were sent a link to

a webpage containing further instructions on how to proceed with the study.

5.3.4 Tasks

The primary tasks for the participants were:

1. Download STEDI from an online repository 5 and install it on a local machine.

2. Use STEDI until comfortable using it. The two groups of input datasets that

were explained in Section 5.1 were also provided. The participants were free to

use STEDI with other linked-data datasets that they might have had access to.

3. Fill the PSSUQ form that was hosted on Google Forms 6.

5.3.5 Evaluation Results

Table 5.5 depicts the results derived from the PSSUQ. Lewis and James [1] have done

extensive research on the PSSUQ and have concluded on a mean-value for all of the

PSSUQ metrics. Systems that have scored lower than the mean-value have performed

well, and if the scores are higher than the mean-value, then there is room for im-

provement on the usability of the system. Table 5.6 shows the average score that was

5https://github.com/Kavithvajen/STEDI
6https://forms.gle/TuYjfBpFhWiRBMdm9
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achieved by STEDI in each of the PSSUQ metrics and the corresponding mean-value

for that metric, as stated by Lewis and James [1].

Table 5.5: The responses received from the participants

Table 5.6: The average score achieved and the mean value given[1]

The mean value of the “overall” metric as stated by Lewis and James [1] is 2.82,

but the participants P-5, P-7 and P-8 have values exceeding that. Hence, it can be

said that these three participants are not satisfied with the usability of the tool.
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Figure 5.5 shows a box plot that depicts the outliers of the metrics. There are two

outliers noted in the box plot; one of them is for the SysUse-metric, and the other is

for the Overall-metric. Both these outliers were identified as part of participant P-8’s

responses.

Figure 5.5: The responses received from the participants

It indicates that all participants, except P-8, thought that the overall usability of

the tool was all right. P-8 seems to have had a bad experience using STEDI, as their

scores are considerably outside the accepted range (seen in table 5.5). P-5 and P-7

were not entirely satisfied either, as their overall scores were higher than the mean-

value stated by Lewis and James [1]. Another fascinating insight is that Participant

P-2 seems to have strongly agreed with the tool’s overall usability as all of the values

submitted by them are “1”, which casts some doubt over the legitimacy of their answer.

It is perceived that though the tool is usable and 7 out of 10 people were satisfied

with it, it needs some work with regards to the User Interface (UI). It could include a

more pleasant UI, and some additional functionalities could be provided. However, as

STEDI is the first prototype tool in this domain, it is acceptable to have some room for

improvement. Future work on STEDI should look into improving the PSSUQ scores

achieved now.
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Chapter 6

Conclusion

This chapter concludes this dissertation by stating briefly how the research objectives

were achieved, and consequently, the research question was answered. The limitations

of this approach are explained, and finally, some ideas are suggested for future work in

this domain.

6.1 Revisiting The Research Question & Objectives

The research question (as stated in Section 1.2): To what extent can a knowledge-

driven system accurately predict and report ethics-related issues that could arise after

the integration of two or more linked-data datasets? The following research objectives

were set (see Section 1.3) and have been achieved to answer the research question:

1. Determine an approach to identify the type of data stored in a linked-

data dataset.

The identification of the type of data takes place in two separate phases, as de-

scribed in Section 4.5.1 and Section 4.5.2. The first phase focuses on retrieving

the vocabularies used in the datasets and identifying the domain it usually mod-

els. This is accomplished by using the Linked Open Vocabularies API 1. The

second phase aims to analyse the predicates in the dataset using regular expres-

sions and NLP techniques. The exact predicate terms are extracted from the URI

1https://lov.linkeddata.es/dataset/lov/api
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using regular-expression-based pattern-matching. Then, an inbuilt Bag-of-Words

containing ethically-sensitive terms is used in conjunction with spaCy’s semantic

similarity function to identify the type of data that is stored in the linked-data

dataset.

2. Establish a method to analyse multiple datasets and identify ethical

concerns in them.

An ethics ontology was proposed as part of this dissertation to act as a knowledge-

base that can store information regarding the ethical views of a dataset. When

the ethical analysis of a dataset is completed, the results of the analysis will be

pushed into the ethics ontology (as described in Section 4.5.3). Subsequently, as

new datasets are being analysed, the knowledge-base (that is the ethics ontology)

grows in size. The ethics ontology is queried during the generation of the ethics

report. Though the ethics ontology does not identify the ethical concerns by

itself, it plays a significant role in the approach taken in this dissertation to

identify ethical issues across multiple datasets.

3. Establish a method to predict ethical issues that might arise due to

data integration.

The ethics ontology is queried to understand the ethical perspectives held by each

dataset that is about to be integrated. Once that knowledge is available, it is

compared with existing knowledge about data-integration-related ethical issues

(as discussed in Section 4.5.4). If a similar pattern is identified in the datasets,

then it is predicted that an ethical issue will arise if the datasets are integrated.

4. Develop a prototype tool that can analyse multiple datasets, predict

and generate a report about the materialisation of an ethical issue if

the datasets were to be integrated.

A decision-support tool called STEDI (Support Tool for Ethical Data Integra-

tion) is proposed in this dissertation. It uses the techniques discussed above to

accurately identify ethical concerns in the datasets and predict the possibility

of an ethical issue arising if the datasets were to be integrated. Based on the

analysis, it generates an ethics report that will be helpful for the data integrator.
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5. Evaluate the performance and viability of the approach.

As described in Section 5.2, the performance of STEDI was measured using var-

ious metrics. From the performance testing, it was concluded that STEDI was

robust enough to not let any ethical issues go unnoticed. However, it did falsely

claim a few non-issue predicates as ethical issues, and this was because of the

NLP model falsely categorising some terms as ethically-sensitive. The viability

of this approach was tested by requesting human participants to use the tool and

answer the PSSUQ. The results of the PSSUQ showed that the tool is usable for

now and that most people would be satisfied with such a tool - but the long-term

viability of the tool is guaranteed only if more work is done with regards to the

User Interface.

By achieving all of the research objectives, it is possible to say that a knowledge-

driven system can very accurately predict and report ethics-related issues that could

arise after the integration of two or more linked-data datasets. The approach used in

this dissertation has been tested to be viable. If more work was done on this approach,

it could become a standardised tool for predicting ethical issues in linked-data datasets.

6.2 Limitations Of STEDI

1. Ethically-sensitive vocabularies will not be correctly identified in Phase 1 (see

Section 4.5.1) if the LOV API fails or if that database gets corrupted. Though

STEDI will still be able to identify ethical issues using Phase 2, it is still a

limitation of the tool.

2. A significant issue with Phase 2 (see Section 4.5.2) is that semantic similarity

function does not always correctly categorise the issues; a few predicates are

sometimes falsely identified as ethical issues. Though it does not affect the main

aim of the tool, it does bring in unnecessary problems that could lead to decreased

reputability for STEDI.

3. Only four complex data-integration-related ethical issues were considered during

the development of STEDI. Hence, if STEDI encountered some other ethical-issue

scenario, the issue will go unnoticed.
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4. As noted in Section 5.2.4, STEDI took 220 seconds to analyse 216 triples. These

216 triples were from the mini-versions of the datasets. For comparison, the full-

versions of the datasets have over 1.6 million triples in total. So a significant

limitation of this tool is how slow it is on personal computers.

5. As seen in Section 5.3.5, the interface is one of the biggest concerns for STEDI.

6.3 Future Work

The limitations of STEDI have been listed in the previous section. Future work in this

domain can revolve around fixing those limitations. Some of the suggested areas to

work on in the future are:

1. A local repository of the vocabularies listed in LOV could be created. The local

repository can be kept updated by fetching the database from LOV at regular

intervals.

2. Cutting-edge NLP techniques need to be studied to combat the issue of the

semantic similarity method producing some false-positives. The field of text

analytics might provide some more insights into how this problem can be handled.

3. It is tough to expand the number of integration-related ethical-issue scenarios

that this approach can handle. The list can be manually increased to handle all

the known ethical issues for now, and when a new issue is discovered, the list

can be updated. Machine Learning techniques can be deployed to learn from

previous ethical issues and predict issues in the future.

4. The focus of this dissertation was not on the engineering of the tool; hence

STEDI is a single-threaded application. Converting it into a multi-threaded

application will make it considerably faster on personal computers. As explained

in Section 4.8.1, it is clear that a personal computer is not the right platform for

STEDI. Instead, STEDI would thrive if it were a web application with sufficient

processing power on its end. Then, users could connect to the web application,

upload their datasets and receive an ethics report. The processing power of the
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user’s computer would be removed from the equation, thereby allowing for faster

processing of datasets.

5. The UI of the tool can be considerably more appealing. Usability and the interface

play a significant role in user satisfaction and therefore, must be improved in the

future.

6. The final report can be made interactive and explorable. It would be advan-

tageous if the users could explore the issues in the datasets in a more visually

engaging and informative way.

7. The ethics ontology models consent by taking some components from GCon-

sent. However, a different approach can be explored to better model concepts for

specifically for STEDI.

8. Different weights can be given to different kinds of ethical issues that have been

detected. This could allow the user to understand the seriousness of the ethical

issues a lot better.

6.4 Final Remarks

Pushing the boundaries of what is possible through technology is considered to be

far more interesting than looking at the ethical ramifications of these advancements.

This needs to change as modern learning algorithms, and data analytics often cause

real damage to humanity. Most modern technologies will require the integration of

two or more datasets to gain some additional knowledge about the problem being

solved. This dissertation proposes a prototype tool called STEDI that can predict

the materialisation of ethical issues before they are integrated. STEDI was built as

a decision-support tool for data integrators to use before they integrate the datasets.

STEDI uses NLP techniques to identify ethical concerns in individual datasets and uses

that knowledge to predict the materialisation of ethical issues due to data integration.

The results of the ethical analysis are presented in an ethics report for the consumption

of the data integrator.
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Appendix A

Table 1: All the properties in the ethics ontology
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Appendix B

B.1 Processing Predicates

Figure 1: Code snippet showing the predicate processor method

76



B.2 Filling Ethics Ontology

Figure 2: Code snippet showing the method used to fill the ethics ontology
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B.2 Identifying Data-Integration Issues

Figure 3: Code snippet showing how data integration issues are identified
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Figure 4: Code snippet showing how the data-integration scenarios are stored
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Appendix C

C.1 Application Flow Screenshots

Figure 5: Application Flow Screenshot - 1

Figure 6: Application Flow Screenshot - 2
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Figure 7: Application Flow Screenshot - 3
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Figure 8: Application Flow Screenshot - 4
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Figure 9: Application Flow Screenshot - 5

Figure 10: Application Flow Screenshot - 6
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Figure 11: Application Flow Screenshot - 7

Figure 12: Application Flow Screenshot - 8
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C.2 Error Messages In STEDI

Figure 13: Error message - 1

Figure 14: Error message - 2

Figure 15: Error message - 3

Figure 16: Error message - 4
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Appendix D

D.1 Ethics Report Generated During Execution - 1

ETHICS REPORT FOR INDIVIDUAL DATASET - IRELAND DEMOGRAPHIC MINI

Data controller: tcd

Valid for processing: True

This dataset represents groups.

Issues present in the dataset:

1. HAS CHILD DATA

Predicates that triggered this issue:

* http://example.org/csv/perc place of birth lithuania 2011

* http://example.org/csv/place of birth ireland 2011

* http://example.org/csv/perc place of birth poland 2011

* http://example.org/csv/perc place of birth other eu 28 2011

* http://example.org/csv/perc place of birth uk 2011

* http://example.org/csv/place of birth rest of world 2011

* http://example.org/csv/perc place of birth ireland 2011

* http://example.org/csv/place of birth total 2011

* http://example.org/csv/place of birth uk 2011

* http://example.org/csv/perc place of birth rest of world 2011

* http://example.org/csv/place of birth other eu 28 2011

* http://example.org/csv/place of birth poland 2011

* http://example.org/csv/place of birth lithuania 2011
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2. HAS ETHNICITY DATA

Predicates that triggered this issue:

* http://example.org/csv/perc religion not stated 2011

* http://example.org/csv/perc religion no religion 2011

* http://example.org/csv/foreign languages other 2011

* http://example.org/csv/foreign languages polish 2011

* http://example.org/csv/religion catholic 2011

* http://example.org/csv/perc religion catholic 2011

* http://example.org/csv/religion total 2011

* http://example.org/csv/perc religion other stated religion 2011

* http://example.org/csv/religion not stated 2011

* http://example.org/csv/religion no religion 2011

* http://example.org/csv/religion other stated religion 2011

* http://example.org/csv/perc foreign languages lithuanian 2011

* http://example.org/csv/perc foreign languages other 2011

* http://example.org/csv/foreign languages french 2011

* http://example.org/csv/foreign languages lithuanian 2011

* http://example.org/csv/perc foreign languages french 2011

* http://example.org/csv/perc foreign languages polish 2011

* http://example.org/csv/foreign languages total 2011

3. HAS LOCATION DATA

Predicates that triggered this issue:

* http://example.org/csv/usual residence outside ireland 2011

* http://example.org/csv/electoral division cso code

* http://example.org/csv/perc usual residence same address 2011

* http://example.org/csv/perc usual residence elsewhere in county 2011

* http://example.org/csv/county

* http://example.org/csv/perc usual residence outside ireland 2011

* http://example.org/csv/usual residence same address 2011
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* http://example.org/csv/planning region

* http://example.org/csv/usual residence elsewhere in county 2011

4. HAS POLITICAL OPINIONS

Predicates that triggered this issue:

* http://example.org/csv/perc religion not stated 2011

* http://example.org/csv/perc religion no religion 2011

* http://example.org/csv/religion catholic 2011

* http://example.org/csv/perc religion catholic 2011

* http://example.org/csv/religion total 2011

* http://example.org/csv/perc religion other stated religion 2011

* http://example.org/csv/religion not stated 2011

* http://example.org/csv/religion no religion 2011

* http://example.org/csv/religion other stated religion 2011

5. HAS RELIGION

Predicates that triggered this issue:

* http://example.org/csv/perc religion not stated 2011

* http://example.org/csv/perc religion no religion 2011

* http://example.org/csv/religion catholic 2011

* http://example.org/csv/perc religion catholic 2011

* http://example.org/csv/religion total 2011

* http://example.org/csv/perc religion other stated religion 2011

* http://example.org/csv/religion not stated 2011

* http://example.org/csv/religion no religion 2011

* http://example.org/csv/religion other stated religion 2011

—————————————————————————————————-

ETHICS REPORT FOR INDIVIDUAL DATASET - GARDA STATION MINI
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Data controller: tcd

Valid for processing: True

This dataset represents groups.

Issues present in the dataset:

1. HAS CRIMINAL ACTIVITY

Predicates that triggered this issue:

* http://example.org/csv/theft and related offences

* http://example.org/csv/attempts or threats to murder assaults harassments and related offences

* http://example.org/csv/robbery extortion and hijacking offences

* http://example.org/csv/fraud deception and related offences

* http://example.org/csv/offences against government justice procedures and organisation of crime

* http://example.org/csv/burglary and related offences

2. HAS ETHNICITY DATA

Predicates that triggered this issue:

* http://example.org/csv/public order and other social code offences

3. HAS LOCATION DATA

Predicates that triggered this issue:

* http://example.org/csv/station

* http://example.org/csv/y

* http://example.org/csv/x

* http://example.org/csv/public order and other social code offences

—————————————————————————————————-

—————————————————————————————————-

ETHICS REPORT FOR DATA INTEGRATION OF ALL DATASETS
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+ SCENARIO-1 : Locations can be linked and certain races can be unethically

claimed as more inclined to be criminals.

+ SCENARIO-1 : Location can be linked and certain ethnic groups can be uneth-

ically claimed as more inclined to be criminals.

+ SCENARIO-1 : Since locations can be linked and criminal data is involved, any

datapoint from any of the datasets can be used to make ethically wrong assumptions.

+ SCENARIO-4 : Certain users can be unethically targeted with others’ political

opinions just because they belong to the same ethnic group.

+ SCENARIO-4 : Certain users can be unethically targeted with others’ political

opinions just because they reside in the same area.
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D.2 Ethics Report Generated During Execution - 2

ETHICS REPORT FOR INDIVIDUAL DATASET - TRACKED USER DATA

Data controller: test2

Valid for processing: False

This dataset represents individuals.

Issues present in the dataset:

1. HAS AGE

Predicates that triggered this issue:

* http://www.semanticweb.org/kavith/ontologies/tracked-user-data#hasAge

2. HAS BEHAVIOUR DATA

Predicates that triggered this issue:

* http://www.semanticweb.org/kavith/ontologies/tracked-user-data#hasInterest

3. HAS LOAN RECORDS

Predicates that triggered this issue:

* http://www.semanticweb.org/kavith/ontologies/tracked-user-data#hasInterest

4. HAS USER TRACKING DATA

Predicates that triggered this issue:

* http://www.semanticweb.org/kavith/ontologies/tracked-user-data#hasInterest

* http://www.semanticweb.org/kavith/ontologies/tracked-user-data#isUserSince

* http://www.semanticweb.org/kavith/ontologies/tracked-user-data#hasAge

* http://www.semanticweb.org/kavith/ontologies/tracked-user-data#hasAdTrackingID

—————————————————————————————————-
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ETHICS REPORT FOR INDIVIDUAL DATASET - BANK LOAN DATA

Data controller: test1

Valid for processing: False

This dataset represents individuals.

Issues present in the dataset:

1. HAS BEHAVIOUR DATA

Predicates that triggered this issue:

* http://www.semanticweb.org/kavith/ontologies/bank-loan#hasBorrowedLoanAmount

* http://www.semanticweb.org/kavith/ontologies/bank-loan#hasWebTrackerId

* http://www.semanticweb.org/kavith/ontologies/bank-loan#hasDefaultedInThePast

2. HAS LOAN RECORDS

Predicates that triggered this issue:

* http://www.semanticweb.org/kavith/ontologies/bank-loan#hasBorrowedLoanAmount

* http://www.semanticweb.org/kavith/ontologies/bank-loan#hasWebTrackerId

* http://www.semanticweb.org/kavith/ontologies/bank-loan#hasDefaultedInThePast

3. HAS USER TRACKING DATA

Predicates that triggered this issue:

* http://www.semanticweb.org/kavith/ontologies/bank-loan#hasWebTrackerId

—————————————————————————————————-

—————————————————————————————————-

ETHICS REPORT FOR DATA INTEGRATION OF ALL DATASETS
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+ SCENARIO-2 : By cross-site tracking a user, unethical assumptions can be made

with regards to their loan repayment capabilities and their general interest/behaviour.

+ SCENARIO-2 : Cross-site tracking can be linked with the user’s loan records to

make any unethical assumption regarding the user.

+ SCENARIO-3 : Based on cross-site tracking data and the behavioural data of a

user, unethical assumptions can be made about the user’s activities thereby manipu-

lating insurance rates.

+ SCENARIO-3 : Unethical assumption can also be made about the activities of

the user’s connections (friends, family, followers) on social media accounts.

+ SCENARIO-3 : Online tracking details of a user is very sensitive. It can be

combined with any other data about the individual to gain extra information that the

user did not consent to originally.

D.3 List of questions as part of the PSSUQ

1. Overall, I am satisfied with how easy it is to use this system.

2. It was simple to use this system.

3. I was able to complete the tasks and scenarios quickly using this system.

4. I felt comfortable using this system.

5. It was easy to learn to use this system.

6. I believe I could become productive quickly using this system.

7. The system gave error messages that clearly told me how to fix problems.

8. Whenever I made a mistake using the system, I could recover easily and quickly.
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9. The information (such as online help, on-screen messages, and other documenta-

tion) provided with this system was clear.

10. It was easy to find the information I needed.

11. The information was effective in helping me complete the tasks and scenarios.

12. The organization of information on the system screens was clear.

13. The interface of this system was pleasant.

14. I liked using the interface of this system.

15. This system has all the functions and capabilities I expect it to have.

16. Overall, I am satisfied with this system.
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