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Virtual fitting solution using 3D human 

modelling and garments 

Sagar Padekar, Master of Science in Computer Science  
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Supervisor: Prof. Aljosa Smolic & Co. Supervisor Dr Cagri Ozcinar  

Customers are not able to try-on fashion garments because of the current pandemic, 

moreover a lot of customers are buying garments online and if there was a feature to 

virtually try-on garments it would ease the decision-making for customers. This project 

aims to design a system which will use the user’s 2D image to project a 3D model of the 

user and fit garments on the generated 3D model by using deep learning techniques. This 

project presents an integrated approach for virtual try-on systems by using multiple neural 

networks for different tasks of pose estimation, body segmentation, garment fitting and 3D 

modelling of the human body. This system is compared and evaluated against the state-

of-the-art implementations of virtual try-on systems by using different quantitative and 

qualitative metrics. This research also provides critical review for the current virtual try-on 

systems and the optimisations required for improving their performance and accuracy.  
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Chapter 1 - Introduction  

 

This chapter provides some background information about the project that is 

explored, as well as a brief description of its significance and potential impact. 

This chapter also goes over why this project was developed and what the key 

goals of the system are. Finally, it explains the structure and organization of this 

dissertation. 

 

1.1 Motivation -  

In recent times there has been a significant boom in online garment shopping 

because of its several advantages. This has led to a lot of consumers shift away 

from the traditional in-store shopping methods. Online shopping has its own 

advantages with respect to choice, price, etc. but it also has a major drawback 

and that is the customers cannot try on the clothes before buying them. Due to 

this the customers are hesitant before buying a garment as they cannot try on 

the clothes and see how they fit and how it looks on their body. Also, because 

of the recent COVID-19 pandemic, the customers do not have the option to buy 

clothes from the physical stores because of the lockdown restrictions and safety 

issues. This has resulted in demand for a feature which could allow the 

customers to virtually try on the garments before buying them online.   

 

Virtual try on technology has recently piqued curiosity by allowing the customers 

to try on the garments before-hand and providing them with appropriate 

information about the product like its colour, fitting, etc. It allows the users to try 

on different outfits and experience them virtually [14]. This helps the customers 

to ease the decision-making process and the merchants to boost their sales 

efficiency. 

 

In the last couple of years, virtual try-on systems are more focused on showing 

the garment fitting results in 2D format as the 3D solutions are not economical 
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and require a lot of computational capabilities. The basic fundamentals of such 

systems is taking the image of the person and cloth and creating a new image 

which shows the person dressed with the target cloth [1][2][5][14]. Such 

systems also make use of other neural networks for human pose detection like 

[8][13] and body part segmentation like [9][10][11][12] for achieving these 

results. These systems are capable of maintaining the texture of the garments, 

and also with minimal distortions. Although such systems are good, they do not 

provide a 3D visualisation for the customers.  

There have been several implementations for reconstructing 3D human models 

from a single 2D image. Although certain implementations are not capable of 

reconstructing the entire human body or with distorted body parts[18], there are 

quite a few which can reconstruct the completely clothed human body without 

causing a lot of distortions [16][17].  

Hence there is a need for designing and developing a system that will help to 

allow virtual try-on of clothes on 2D human images and project them into 3D for 

robust visualisation. 

This dissertation aims to create a system that will provide virtual garment fitting 

and also showcase the results in 3D format.   
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1.2 Objectives -  

The several techniques outlined in section 1.1: Human pose estimation, body 

parts segmentation, 2D virtual garment fitting and 3D reconstruction, serve as 

the foundation for this project. As a result, the fundamental idea of combining 

the four methodologies can be applied to solve the real-world challenge of 3D 

virtual garment fitting. 

Thus, the objectives of this project are -  

● Combining multiple deep learning models to create a system that uses all 

of the models' inferences and produces a single output. 

● Create a pipeline for integrating 2D based virtual garment fitting solutions 

in conjunction with 3D reconstruction networks, to visualize the virtual try-

on results in 3D. 

● Analyse different neural networks doing various tasks and determine the 

best solutions for each task. 
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1.3 Outline -  

The dissertation is arranged into five chapters each dealing with specific areas 

in detail as described below -  

● Chapter 1 : Introduction - This chapter gives a brief introduction to the 

ideas and concepts of the project. It provides details about the techniques 

which could be used for implementing the project. It also discusses the 

motivation and objectives of the dissertation.  

● Chapter 2 : State of the Art – This chapter provides a comprehensive 

overview of the state-of-the-art techniques which are currently in use. It 

provides a detailed analysis of the all the techniques like pose estimation, 

body segmentation, and 3D reconstruction which are used to create a 

virtual try-on neural network. The section 2.3 details the various garment 

fitting methods which form the basis of this research project.  

● Chapter 3 : Design and Implementation – In this chapter, the design of 

the proposed pipeline for virtual garment fitting is described in detail along 

with its implementation. This chapter also provides the justification for 

choosing the models which were used in the proposed pipeline.   

● Chapter 4 : Results and Evaluation – This chapter provides the results 

and details of the output generated from each and every component of 

the developed pipeline. The section 4.6 provides quantitative and 

qualitative evaluation of the results against the state-of-the-art methods. 

This chapter also provides a detailed discussion and analysis of the 

generated results along with the failure scenarios.  

● Chapter 5 : Conclusion – The dissertation report is concluded in chapter 

5 which highlights the major contributions from this project and provides 

directions for improvements for the system and areas to be explored in 

future research work.  
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Chapter 2 - State of the Art 

This chapter begins with a description of the different techniques used in this 

research, including human pose estimation, body part segmentation, 2D virtual 

clothing fitting, and 3D reconstruction. It goes on to discuss several 

implementations of each of these strategies as well as comparisons between 

them in relation to this dissertation. 
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2.1. Human Pose Estimation  

Human pose estimation is a method for recognizing and analysing human 

posture. The modelling of the human body is the most important task in human 

pose estimation. The procedure normally begins with the extraction of joints 

from a human body, followed by deep learning algorithms analysing a human 

position. The three most common human body models are Skeleton-based, 

Contour-based, and Volume-based [19]. Skeleton-based - The skeletal 

structure of a human body is represented by a series of joints (key-points) such 

as ankles, knees, shoulders, elbows, wrists, and limb orientations. Because of 

its versatility, this model is employed in both 2D and 3D human pose estimation 

methodologies. Contour-based - The contour and rough width of the body torso 

and limbs are depicted with borders and rectangles of a person's silhouette in 

a contour-based model. Volume-based - 3D human body shapes and poses are 

represented by volume-based models with geometric meshes and shapes, 

which are often obtained via 3D scans.   
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Figure 1: Human Body models [19] 

In Skeleton-based modelling, the identification and analysis of X, Y coordinates 

of human body joints from an RGB image is used to calculate 2D pose estimate, 

while for 3D posture estimate X, Y, and Z coordinates of human body joints are 

used. This set of coordinates can be linked together to describe a person's 

pose. Each skeletal co-ordinate is referred to as a keypoint. The connection 

between two keypoints is known as a pair [19]. The different state of the art 

networks which are used for pose estimation are explained in the below 

subsections.  
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2.1.1 OpenPose  

OpenPose initially finds key-points that correspond to each person in the image, 

then assigns these key-points to different people. OpenPose neural network is 

trained on COCO dataset which is split into - 14K annotations for training set 

and 545 annotations for the validation set. Using the first few layers of VGG-19, 

the OpenPose network collects features from an image. The features are then 

sent into two convolutional layer branches that run parallel to each other. The 

first branch predicts 18 confidence maps, each of which represents a different 

section of the human posture skeleton. The second branch predicts a collection 

of 38 Part Affinity Fields (PAFs), which are used to describe the degree of 

relationship between key-points.  Each branch's predictions are refined over 

successive stages. Bipartite graphs are created between pairs of parts using 

part confidence maps. Weaker linkages in bipartite graphs are trimmed using 

PAF values. This process finally estimates the human pose based on the 

skeleton-based model [13]. The working of this network is explained in more 

details in section 3.4. 

2.1.2 DensePose  

The Facebook AI research team created DensePose to estimate 3D postures 

from a 2D image on a surface-based human model. Densepose is trained on 

COCO-densepose dataset, which is a collection of 50,000 manually annotated 

images with image-to-surface correspondences. In the annotation process the 

image is segmented into twenty-five different regions, where one region is for 

the background and twenty-four are for representing the human body parts. 

Each region of the body parts is specified with U,V coordinates for establishing 

image to surface relation. Densepose is implemented using multiple 

combinations of neural networks that combine the regression and classification 

tasks. The performance of these networks is then evaluated and compared with 

each other and state-of-the-art pose estimation networks. Firstly, the 

classification process is carried out, in which each pixel is classified into the 
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background region or one of the body parts, by training the network using cross-

entropy loss. In the next step, regression task is carried out which identifies the 

U,V coordinates of each pixel belonging to the classified semantic region, by 

training the regressor using L1 loss. Densepose is implemented by using Fully-

convolutional networks (FCN), Region-based convolutional networks (RCNN) 

and Mask-RCNN. These networks are combined with each other by using multi-

task cascading. The different architectures are then evaluated using Area under 

the curve (AUC) and Intersection over Union (IoU) metrics. It is concluded that 

Densepose implemented with Mask-RCNN using distillation and cascading 

techniques outperforms the other implementations based on Fully-convolutional 

networks and Region-based convolutional networks [8].  

2.1.3 DeepCut  

DeepCut provides an approach for detecting and estimating the human body 

pose, it can also identify multiple persons and perform segmentation on their 

body parts. To achieve this 3 problems are defined. 1st problem is to generate 

a set of body parts which represent the possible organs displayed in the image. 

2nd problem is to label each body part where labels are the organ types. 3rd 

problem is to segment the body parts belonging to the same person. DeepCut 

models this problems into Integer Linear Programming (ILP) problem and 

solves it using Faster-region based CNN. DeepCut is able to make inferences 

on multiple people, their postures and body part segmentation [20]. 
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2.2. Body Part Segmentation  

Deep learning techniques are used in image processing for pixel wise 

segmentation of images. This task is used for semantic segmentation of pixels 

and predicting them into a set of labels. In body part segmentation, the input 

image of the human body is taken and then it is classified into different body 

parts. Deep neural networks are used to achieve this functionality, by using 

different convolutional layers, pooling layers and batch normalization 

techniques. For virtual try on applications, it is important to separate the body 

parts of the human body so as to perfectly align and fit the corresponding 

garment. Various state of the art segmentation techniques are explained in the 

following sections.  

2.2.1. Graphonomy   

 

Figure 2: Graphonomy Architecture [12] 

As shown in figure 2, Graphonomy uses graph transfer learning to generate 

universal human parsing for several human parsing tasks and using annotations 

in a better way. Deep convolutional networks extract visual features that are 

correlated to a specific semantic part (e.g. neck). These features are then 

projected into a high-level graph. Semantic edges and nodes are then 

constructed according to the body structure. By using Intra-Graph Reasoning 

for transmitting global knowledge, the visual features of the generated body 

parts are enhanced. The network then transfers and fuses semantic graph 

representations using Inter-Graph Transfer and hierarchical label correlation to 



 

21 
 

reduce mislabelling. This network is trained on varying levels of granularity on 

the CIHP dataset, which is split into - 28,280 images for training, 5,000 for 

validation and 5,000 for testing. Due to this, the Graphonomy network is able to 

make predictions in the wild and generate human parsing results with 

segmented body parts and accurate boundary detection [12].  

2.2.2. CIHP_PGN  

This neural network provides instance level human parsing by using part 

grouping network. It generates body segmented maps and edge maps used for 

creating segmented lines. It achieves this in 4 stages - Semantic part 

segmentation, Instance-aware edge detection, refinement, and Instance 

partition process [9]. The working of this network is described in more detail in 

section 3.3. 

2.2.3. LIP_JPPNet   

This is deep learning model for body part segmentation and pose detection built 

using TensorFlow. This network is trained on Look into People (LIP) Dataset. 

JPPNet network for human parsing and positioning includes multiscale 

functional connections and iterative location refinement to examine effective 

feature modelling which provides efficient parsing and posing inferences. For 

both human parsing and pose estimating tasks, this unified system offers 

cutting-edge performance [10]. 
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2.3. Virtual clothing fitting  

Deep learning techniques in conjunction with image processing are used for 

virtual garment fitting. Such techniques use deep neural networks and fit the 

garments on the basis of human pose and body parts. The following sections 

will describe the various state of the art virtual try on methods. 

2.3.1. VOGUE Try-On 

 

Figure 3: TryOnGAN Architecture [1] 

This method uses Generative Adversarial Network as shown in figure 3 for 

fitting the garment image on the target human body. In each layer of the 

network, they have trained a pose-conditioned GAN that generates an RGB 

image and clothing segmentation. Instead of generating a constant input, pose 

heatmaps are encoded and passed as the input into the first block of the GAN. 

As shown in figure 3 the GAN takes two images and an encoded heatmap as 

the input for pose-generator. The generator produces the try on image and 

respective segmentation by using interpolation techniques. The loss function is 

minimized over the interpolation coefficients per layer and the network is then 

able to transfer garment image onto the target human image [1].  

2.3.2. Pix2Surf  

This research provides an effective way to transfer textures form garments to 

the 3D clothes on SMPL human body model. In this approach, first the 3D 

garments are converted into 2D for creating training data. The neural network 

is then trained on this data to learn the mapping of pixels to 3D surface. The 
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main objective of this network is to learn the relation from the image pixels 

with UV parameters of the SMPL surface. This model can only transfer 

textures of the garments [7]. 

 

2.3.3. Multi-Garment Net  

This research proposes a method to predict body shape and clothing by using 

SMPL human body model. This network is trained on DigitalWardrobe dataset 

which contains 3D scans of the people in different poses and clothes. This 

model is able to predict garment geometry from the body shape and transfer it 

another body shapes. The training of this network on such databases which 

contain 3D scans of the people takes a lot of time and computational power [3]. 

 

2.3.4. CP-VTON+ 

This research proposes a method to fit garments on a 2D human image by 

learning the body pose, parts, and cloth structure. It achieves this in two 

stages - The first stage is to learn the cloth structure and warp it on human 

body according to the pose of the target person. In the second stage it blends 

the warped cloth by using composition masks [15]. The working of this 

network is described in more detail in section 3.5. 
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2.4. 3D reconstruction  

Deep neural networks are used to reconstruct the 3D shape of an object from 

its 2D image. This is achieved by using encoding-decoding techniques. In this 

the 3D structure of the shape of the object is encoded from the 2D image. After 

this the decoder is applied on the structure to reconstruct the 3D shape of the 

input object. Generally, a ResNet is used for 2D encoding and generating the 

vector from the input image. Decoder is mostly a FCN with a single classification 

output, which receives the vector and 3D coordinates from the encoder and 

classifies the coordinate. Each coordinate is classified by the decoder, which 

then builds a representation of the 3D structure. Several state-of-the-art 3D 

reconstruction methods are discussed in the below sections. 

2.4.1. Deep Human  

For 3D human reconstructing from a single RGB image, DeepHuman provides 

an image-guided volume to volume CNN translation. DeepHuman uses a dense 

semantic representation created as a supplementary input from the SMPL 

model to reduce the ambiguity related with surface geometry reconstruction, 

even for rehabilitating unseen portions [17]. One of the main benefits of this 

network is that it merges the various scales of image features into 3D space by 

means of a realistic surface geometry transformation. The visible surface 

features are further polished by a normal refining network which is linked with 

the volumetric generating network. This paper also provides a 3D human model 

dataset called as THuman that contains seventy thousand human models.  

2.4.2. Body Net  

This network proposes a pipeline for directly inferencing volumetric body shape 

from a single image. It generates the 3D human models from a single 2D image. 

The network is trained on MPII Human Pose dataset for 2D pose estimation and 

SURREAL dataset for body parts segmentation. The evaluations performed on 

SURREAL and Unite the People datasets, show promising results. This network 

also allows volumetric body-part segmentation [18]. 
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2.4.3. PiFuHD     

This study establishes a multi-level framework for high-resolution 3D 

reconstructions of clothed persons from a single 2D image. For faster 

inferences, it employs a multi-level Pixel-Aligned Implicit Function and 

outperforms other state-of-the-art methods. The working of this approach is 

described in more detail in section 3.6.1. 
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2.5. Datasets  

Significant progress has been made in recent years for creating datasets which 

help the neural networks to make accurate predictions on the human body 

shape and pose. The datasets required in virtual try-on systems must have 

sufficient annotations of 3D clothing data. The below sections describe state-

of-the-art datasets used in virtual garment fitting systems.  

2.5.1. DeepFashion 3D 

This is a 3D clothing dataset with annotations for image-based garment 

reconstruction, which provides a method for single-view image reconstruction 

of garments. This dataset is constructed by using Agisoft tool to generate 

garment reconstructions in dense point cloud format for garment capturing. The 

garments are posed on dummy models or real persons for generating 

deformations and pose augmentations. The dataset is annotated by using 

feature lines that represent the various parts of the human body like neck, waist, 

shoulder, etc. These labels are then used for supervised learning. 

A hybrid approach is followed for modelling minute geometric details in single 

view reconstruction of the garments. 

 

The three stages involved in reconstructing the garment images is as follows -  

 

 

Figure 4: DeepFashion3D Architecture [6] 
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Template mesh generation - An adaptable template is used for generating the 

mesh, which built on SMPL model and segmented into 6 regions as shown in 

the figure. Depending on the cloth topology different regions are activated. Cloth 

classification network based on VGGNet is used to generate the appropriate 

template (Mt).  

 

Surface reconstruction - Pose estimation is done first to reduce the searching 

space and deform Mt to obtain a new mesh Mp. Graph convolution network 

(GCN) is used for feature line regression. Handle-based deformation technique 

is then applied to obtain Ml.  

 

Surface refinement - OccNet is applied on the input image directly for 

reconstructing the surface Mi. The outliers generated because of OccNet are 

then removed by using adaptive registration techniques [6]. 

2.5.2. CLOTH3D 

CLOTH3D is a large scale dataset designed for clothing on 3D human models. 

This dataset contains variety of garments and provides comprehensive details 

with respect to the garment size, shape, pose and texture. This dataset is 

generated by simulating the garments on various poses and body shapes. The 

authors have also provided a generative model for synthesizing the garments 

by using graph convolution techniques. This dataset can be used for fitting the 

garments on a SMPL model in any position or shape [61]. 
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Chapter 3 - Design and Implementation 

 

This chapter describes the proposed design of the pipeline and explains each 

of the components in detail, along with justifying the choice of the models which 

were used. In the next subsection it provides details about the frameworks and 

technologies that were used for the implementation of this pipeline.   

 

3.1. Pipeline Architecture  

The proposed pipeline architecture is as shown in the below figure 5. The 

pipeline of this system consists of five major components. The first component 

is cloth-masking component (CMC) which is responsible for generating binary 

masks from clothing images. The second component is human-segmentation 

component (HSC) that produces semantic part segmentation of the human 

body. The next component of the pipeline is pose-detection component (PDC) 

which estimates the human pose and generates the pose key points of the 

person. The fourth component of the pipeline is the garment-fitting component 

(GFC) that fits the garments on the 2D human image. The final component is 

the 3D-reconstruction component (RC3) which converts the 2D image with 

garments to generate the 3D visualisation and applies photogrammetry 

techniques to get the expected result. The pipeline is then completed and a 

3D output of the target human with the garments selected is generated. The 

functionality and working of each component of the pipeline is discussed in 

detail in the sections below. 
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Figure 5: Full Architecture of Proposed Pipeline  
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3.2. Cloth Masking Component   

This component takes the input of a 2D garment image that is to be fitted on the 

human body. The image is then processed by using the following four 

techniques to generate the binary mask.  

 

Figure 6: Cloth Masking Techniques 

 

3.2.1. Binary thresholding  

Thresholding technique is allocating of pixel values with respect to a specific 

value, which is the threshold value. Thresholding is used for differentiating the 

cloth into the foreground from its background. First the image is converted into 

grayscale format. In binary thresholding each pixel value is compared to the 

specified threshold and if it is less than the threshold value, then the value is 

set to 255, else to 0. 



 

31 
 

3.2.2. Flood Filling  

This is an algorithm used to fill the empty spaces in the image. After the binary 

mask of the cloth is generated then it may contain some void holes. This 

technique is applied to fill those holes. 

3.2.3. Salt noise removal  

Salt noise can sometimes be formed on the mask in the form of scattered black 

and white pixels. After filling the void holes of the cloth-mask, opening operation 

is carried out on the image. This operation results in removing the salt noise 

from the image.  

3.2.4. Erosion operation 

Erosion operation is carried out on the generated mask as the final step of 

processing. This operation is used to remove pixels from the cloth’s boundary. 

This results in thinning out the edge of the cloth mask from the background. 

As a result of the above techniques, the CMC produces a better fitting mask of 

the clothing image. This mask image is used as an input to the GFC.  

3.3 Human Segmentation Component  

In this component the 2D image of the human is provided as the input to 

generate a segmented image on the basis of different body parts. To achieve 

this result, a state-of-the-art part grouping network is used. The neural network 

used is CIHP_PGN (Crowd Instance level Human Parsing-Part Grouping 

Network) . This network is trained and evaluated on the CIHP dataset, and uses 

different techniques like Semantic part segmentation, Instance-aware edge 

detection, Refinement, and Instance-partition, and outperforms most of the 

other models [9]. CIHP_PGN is based on Res-Net 101,Deeplab-v2 for encoding 

human features. By using different coarse-to-fine techniques in conjunction with 

this Res-Net, the CIHP_PGN is able to detect semantic data with varying scales 

and from different sub-regions [9]. The network architecture and its working is 
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described below.  

 

 

 

Figure 7: CIHP_PGN Network Architecture 

 

The network is designed to achieve instance level human parsing. PGN 

generates part segmented maps and edge maps which are used to create 

segmented lines. The segmented lines are grouped into different regions 

according to part labels. This network outputs a complete human parse result 

for the given image on the basis of instance and part segmentation maps. The 

PGN consists of the following branches -  

3.3.1. Semantic Part Segmentation 

As shown in the figure 7, the first branch of this network is used for 

segmentation. This branch is used for identifying and segmenting the different 

body parts of the provided input image. Body parts are predicted on the basis 

of shared labels at different scales. To discard the inputs from multiple scales, 

these predictions are filtered by using a context aggregation pattern. Pixel-wise 

recognition is performed to allocate each pixel for a labelled body part [9]. 
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3.3.2. Instance-aware Edge Detection 

This branch is used for detecting the boundaries or edges of the human body 

from the given input image. By using deep supervision and atrous spatial 

pyramid pooling techniques in conjunction with edge score maps this branch is 

able to perfectly detect the boundaries of the human body from the background 

of the provided input image [9]. 

3.3.3 Refinement 

This branch is responsible to refine the predictions made by both the 

segmentation edge detection branches. This uses two pyramid pooling modules 

in conjunction with the remapped feature maps from both the branches and 

improves the overall predictions [9].  

 

3.3.4. Instance partition process 

The PGN outputs the segmentation and edge maps for the human body. In this 

process, these maps are scanned to generate horizontal and vertical 

segmented lines. Breadth-first search algorithm is used to group these lines into 

different parts. Combining the output of this process with the PGN output, the 

network finally provides an instance level body segmented human parsing 

output [9]. 

By using this network in the pipeline, HSC is able to provide an accurate human 

parse image with appropriate segmentations of the body parts. This output is 

then used to feed the GFC. 
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3.4. Pose Detection Component 

The human pose of the provided input 2D image is important with respect to the 

overall objective of the system. As in the given input of the person’s image, the 

person can be in different positions and the garment must be fitted on the 

person irrespective of their pose. So, it is important that the pipeline uses a 

method to detect the pose of the person and then fit the garment accordingly. 

To estimate the pose, it is necessary to concentrate on human body parts like 

the neck, elbows, and hands of the provided input image. To achieve this, the 

pipeline uses Openpose which provides a state-of-the-art neural network for 

human pose estimation. The overall architecture and methodology of 

OpenPose is described in detail below  

 

 

Figure 8: OpenPose Network Architecture [13] 

 

3.4.1 OpenPose Network Architecture 

As shown in figure 8, the architecture comprises two branch multistage neural 

networks [13]. The 1st branch predicts the confidence maps of each part of the 

human body and the 2nd branch predicts the value of association between 

different body parts which are called affinity fields. As this network is multi-

stage, it first generates a set of confidence maps and affinity fields. In next 
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stages, it will compare the predictions with the previous stages and the original 

image and use it to generate refined output of the human pose by using greedy 

inference [13].  

3.4.2. Key-points  

 

 

Figure 9: Keypoints in Coco Dataset [13] 

The first branch of Openpose network predicts a set of confidence maps, these 

are mapped to the body parts of the person. These are called key-points which 

are used to detect different body parts and number of keypoints vary on the 

basis of the database which is used for training. These key points are mapped 

with keypoint-id, and each keypoint-id represents a specific body part as shown 

in figure 9 [13] 

 This system uses eighteen key-points as shown in figure 9; The total 

number of key-points in confidence maps is nineteen as one is used to 

represent the background of the image. This output from the PDC, of the key-

points is generated and stored in json format, which is fed to GFC.   
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3.5. Garment Fitting Component 

This component is responsible for fitting the garments on the 2D image provided 

in the input. To achieve this objective GFC makes use of CP-VTON+, a robust 

improvement for characteristic-preserving virtual try-on network [15]. The GFC 

takes input from the previous components and fits the clothes on the person in 

two stages. The first stage is called the Geometric Matching Module (GMM) 

which warps the clothes on target human image, and the second stage Try-On 

Module (TOM) is responsible for blending the garment output according to the 

human properties. The working of these two stages is explained in the below 

sections.     

3.5.1. Geometric Matching Module 

 

 

 

Figure 10: Geometric Matching Module Architecture [15] 

The GMM carries out three processes - First is the preparation process, which 

works on the body pose, shape and cloth mask. For body pose it processes the 

body pose generated from the PDC, detects the key-points which are hands, 

neck, shoulder, etc. For body shape it uses the output generated from HSC and 

carries out the downsampling process to modify the resolution so as it matches 

the body shape and cloth mask generated from CMC. After this it slices the face 
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and hair of the person. Next is the synthesis process. In this process it performs 

down sampling of human body image and cloth mask image to recover vital 

information for correlation matching. It then carries out thin-plate spline (TPS) 

transfer to transform the image of the cloth on the front of the human body. The 

final stage of GMM is the comparison process. In this process it compares the 

garments that were generated in the synthesis stage to the clothes that were 

originally worn on the body [14][15]. 

3.5.2. Try-On Module 

 

Figure 11: Try-On Module Architecture [15] 

The GMM generates a warp cloth image that is roughly aligned with the body 

contour. TOM is in charge of blending this warp with the target human body in 

order to create the final try-on output. To achieve this TOM carries out two 

processes in conjunction with each other. Firstly it directly pastes the warped 

cloth onto the image of the target human and then it uses Unet to predict a 

composition mask for rendering smooth try-on results. In the final stage the 

UNet displays a human image while also predicting a composition mask. To 

create the final try-on outcome, the produced person picture and the warped 

garments are fused together using the composition mask and then it compares 

it with previous try-on output with the actual result by using the following loss 

function [14][15]. 
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3.6. 3D-reconstruction component 

The GFC generates the output in 2D format which needs to be reconstructed 

into 3D for better visualization. This component takes the 2D image and projects 

it into 3D by using PIFuHD (Pixel-Aligned Implicit Function for High-Resolution 

3D Human Digitization) which is a comprehensive framework for inferring 3D 

geometry of 2D images in a pixel-aligned method while preserving the features 

of the original image [16]. The architecture and working of PiFuHD is described 

in the following section 

3.6.1. PiFuHD 

 

Figure 12: PiFuHD Architecture [16] 

As shown in figure 12, the neural network follows a two-tier architecture and 

considers both the local and global features of the image. The network's 

architecture is made up of two stages of PIFu modules. First stage focuses on 

obtaining global features from a picture and the second stage is used for 

capturing local context information and adds precise detail to the 3D model. To 

acquire holistic reasoning, the model is trained on lower resolution, downscaled 

images to cover the greater spatial contexts of the image. The network then 

predicts the detailed geometry of the human body by examining the image and 

previous output on a higher-resolution using this contextual knowledge. The 

global 3D structure is captured at the coarse level by downsampling the image 

and feeding it into a PIFu model, while the high-resolution features are created 

by using those first 3D outputs as high-resolution inputs in a comparable 
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lightweight PIFu network. 

3.6.2. Photogrammetry 

The 3D mesh output generated from PiFuHD provides a comprehensive 

projection of the human model with the clothes fitted but does not transfer the 

texture. To transfer the texture of the cloth onto the generated 3D mesh UV 

mapping technique is used.  

3.6.2.1. UV mapping 

UV mapping is a technique used for transferring the texture from a 2D image to 

a 3D object. In this process the three coordinates of the mesh are unwrapped 

into two coordinates (U,V) as shown in Fig 13 - UV Unwrapping [24]. The texture 

from the 2D image generated from GFC is then mapped to the unwrapped mesh 

of the 3D object. This finally generates the 3D model of the person’s image with 

the target garments which were provided in the GFC.  

 
Figure 13: UV Unwrapping [24] 
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3.7. Justification for models’ selection 

For designing the pipeline, the most important model was the garment fitting 

network. As mentioned in section 2.4, there were a number of neural networks 

to choose which could have achieved the task. The most optimal choices 

considered were CP-VTON, CP-VTON+ and VOGUE StyleGAN.  StyleGAN 

shows promising results when compared to CP-VTON as it uses interpolation 

techniques for pose projection [1]. The interpolation technique also has a 

drawback of generating distorted outputs when the pose projection of the 

person is unconventional, and hence the results are not good. CP-VTON+ 

makes improvements on the existing CP-VTON try-on network and outperforms 

it. Although it showcases better fitting and performance, the only limitation of 

this network is that it is designed for 2D human models [15]. Since, the pipeline 

uses 3D reconstruction from 2D images, it is able to overcome this limitation 

and hence this network was selected.  

The body segmentation and pose estimation networks were required for feeding 

the input for this network. The body segmentation could be done by CIHP_PGN, 

LIP_JPPNet and Graphonomy. The GFC can work with any of these three 

networks. There is no major difference between the segmentation results 

generated from these networks. For LIP_JPPNet and Graphonomy, after the 

segmented image is generated, there is a need to perform more transformations 

on the image before feeding it to the GFC. In the case of CIHP_PGN there is 

no such need of doing further modifications and hence this network was chosen 

for HSC. For the pose estimation Openpose and DensePose were two options 

available. Although Densepose is better than OpenPose, it is quite new and 

there are various bugs in its implementation, it also does not provide any api 

which could be used directly in the pipeline and hence OpenPose was selected. 

With respect to the 3D reconstruction networks, PiFuHD was selected as the 

best choice because it preserves all the texture details of garments and 

outperforms other techniques as shown in the Figure 14 - PiFuHD Comparison 

[16]. 
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Figure 14: PiFuHD Comparison [16] 
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3.8. Implementation 

This section explains the frameworks and tools used for implementation of the 

designed pipeline.  

3.8.1. Frameworks and Technologies 

The pipeline consists of a variety of deep neural networks which perform 

different tasks. Each neural network and their supporting functionality have its 

own frameworks and tools for implementation and executing it on a stand-alone 

personal computer would have been a challenging task considering the 

computational power required for these deep neural networks.  

 

Each component of the pipeline had dependencies on various frameworks like 

TensorFlow, Pytorch and Caffe. Therefore, Google colaboratory was chosen for 

implementing the pipeline. Colab is a Jupyter hosting notebook technically, 

which provides free access to GPUs along with computing resources [21].  

 

Entire pipeline is developed in python. For implementation of the CMC, libraries 

like OpenCV and Pillow are used. OpenCV offers in-built functions for carrying 

out the operations like thresholding, flood-filling, etc which are required for 

generating the cloth-mask. TensorFlow was used to implement the Human 

Segmentation Component, because the CIHP_PGN model was trained in that 

format. The model was imported and used for inference on the input human 

image. It generated segmentation and edge maps of the human body. The 

segmentation maps were used, and the other outputs were discarded, as the 

GFC does not require them.  

 

For implementing PDC, the caffe framework was used as it is compatible with 

OpenPose and has proven to be faster and more efficient for image processing 

tasks. The output generated from the CMC, HSC and PDC were then fed to 

GFC, and the subsequent output generated from GFC was provided to 3RC for 
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reconstruction of the image.  

 

For the final two components of the pipeline, Pytorch was used for 

implementation as it was compatible with both state-of-the-art deep neural 

networks that were used. To perform the photogrammetry operations on the 

generated 3D mesh, Blender was used. It made it easier to perform the 

transferring of texture using UV mapping technique.   
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Chapter 4 - Results and Evaluation 

 

This chapter showcases the outputs generated from each component of the 

pipeline and provides a brief discussion on them. In the section 4.6, the results 

and performance of the pipeline is evaluated by using IoU and SSIM metrics, 

and qualitative evaluation of the generated 3D output is provided. The chapter 

concludes by discussing the failure scenarios and critical analysis of the 

results.  
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4.1. Cloth Masking  

4.1.1. Results and Details 

As shown in the figure 15, the input image is first converted to grayscale and 

then the four steps of creating the mask are applied. The RGB format of the 

image does not produce good results when it is passed to the GMM later, hence 

these pre-processing and masking steps are necessary. 

 

Figure 15: Cloth Masking Results 
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4.2. Human segmentation 

4.2.1. Results and details 

Figure 16 is the input image provided for the segmentation component and the 

results are displayed in figure 17. The first image in figure 17 shows the output 

produced by instance aware detection, which detects the boundaries of the 

person and separates them from the background. The second and third image 

in the output shows the body part segmentation result produced by the network 

in RGB and grayscale format. The segmented body parts are represented in 

different shades in the RGB and grayscale image.  

 

 

Figure 16: Input Image for Try-on 
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Figure 17: Segmentation Results 
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4.3. Pose detection 

4.3.1. Results and details 

The figure 18 shows the skeletal pose estimation generated by PDC. The joints 

of the human body which are shown in different colors represent the human 

skeleton.     

 

 
Figure 18: Pose Detection Keypoints 
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4.4. Virtual try-on 

4.4.1. GMM results and details 

The figure 19 shows the results of the first stage in GFC. As shown in figure, 

GMM first checks the pose of the target person and then adjusts the cloth mask 

accordingly. In the next stage it performs correlation matching between the 

target body and cloth image by disregarding the face and neck of the person. 

In the final stage it transforms the image of the cloth onto the body of the person.  

 

 
Figure 19: GMM Results 

4.4.2. TOM results and details 

In the figure 20, TOM output in the various stages is displayed. TOM processes 

the warped cloth image output provided by GMM, followed by generating a 

composition mask to produce smooth results. 
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Figure 20: TOM Results 
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4.5. 3D reconstruction & photogrammetry 

4.5.1. 3RC Results and details 

The figure 21 shows the 3D reconstruction output generated by the PiFuHD 

network. This output is then used in blender for UV unwrapping as shown in 

figure 22. After performing the texture transfer the final try on result is presented 

in figure 23.  

 

 
Figure 21: 3RC Results 
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Figure 22: Photogrammetry UV Unwrapping 

 
 

 
Figure 23: UV Texture Transfer 
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4.6. Evaluation  

4.6.1. Quantitative evaluation  

The most important metrics for deep learning with respect to image processing 

are Intersection over Union (IoU) and Structural similarity (SSIM).  

IoU is used for calculating mean average precision that is used for determining 

the accuracy of object detection in comparison to the ground truth of the dataset 

annotations. The value of IoU ranges from 0 to 1, where 0 indicates that there 

is no overlap between the predictions and the ground truth while 1 indicates that 

the predictions and ground truth annotations are completely overlapped. IoU is 

calculated by the below equation -  

 

 
 

SSIM is an evaluation metric which is used for measuring structural similarity 
on the basis of contrast, structure and luminance. The formula for SSIM is 
shown below, in which luminance, contrast and structure comparison functions 
respectively represent the weight of alpha, beta, and gamma [24]. 
 

 
 
The table 4.1 shows comparison of IoU and SSIM scores between CP-VTON+ 
and CP-VTON.  
 

Table 1: Evaluation of GFC - Values taken from [15] 

Network IoU SSIM 

CP-VTON+ 0.8425 0.8163 

CP-VTON 0.7898 0.7798 

 
 
The above table shows that CP-VTON+ outperforms the predecessor and 
makes accurate predictions for the class labels as compared to CP-VTON [15].  
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4.6.2. Qualitative Evaluation of the Generated Final Output  

 

 
Figure 24: Qualitative Evaluation 

 
As shown in figure 24, Pix2Surf and Multi-Garment net are the closest 

implementation of fitting garments on the 3D human models [7][3]. Pix2Surf 

does not retain the original properties of the human body like skin colour, hair, 

etc. It just simply fits the garments on the SMPL body mesh, while the approach 

followed in this project is able to inherit all the human body characteristics. Multi-

Garment net shows promising results, but the network requires 3D scanned 

images of the clothes and target humans for pose detection. It also uses SMPL 

for generating the 3D mesh. The pipeline described in this project uses PiFuHD 

which is way better than the SMPL model and provides better results by 

retaining all the characteristics of the human body along with the clothes. The 

output generated in this implementation provides a simpler, better and efficient 

method for 3D virtual garment fitting as compared to Pix2Surf and Multi-garment 

net. 
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4.7. Failure Scenarios  

 

 
Figure 25: GMM Failure {test image from VTON DB} 

 
The garment fitting component fails to produce the expected output in some 

cases as shown in the figure 25. This is caused because the garments or poses 

in the training dataset were not well represented. Due to this the GMM is not 

able to adjust the cloth mask according to the pose of the person and thus 

results in producing an unexpected output.  

 
 

 
Figure 26: 3RC Failure 
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When using low quality images as an input, the 3D reconstruction of such 

images generates a lot of noise and 3RC is not able to separate the background 

from the object as shown in the figure 26. The input image goes through various 

neural networks for 2D garment fitting, due to which the quality of the image 

generated and fed to the 3RC is sometimes not up to the mark. This results in 

generating noisy data in the 3D mesh.  
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4.8. Critical Analysis  

The output images produced by the individual components and the overall 

pipeline displayed in section 4.1 show promising results. With respect to cloth 

masking, body segmentation and pose estimation components the results are 

very good.  

 

For the garment fitting component, the final output of the try-on result shows 

some distortions after the cloth is put on the target body. The reason for this 

distortion is because the network is trained on the images of the size 192 x 256 

(width x height) pixels from the VTON dataset. Since the network is trained on 

low resolution of images, the input which is to be fed to this network must also 

be of the same size. On the other hand, the 3D reconstruction component uses 

PiFuHD which is supposed to handle inputs of higher resolution to give optimal 

results. There was no significant improvement in the result of the 3D 

reconstruction even after transforming the try-on output to a higher resolution 

before feeding it to PiFuHD. Since the VTON dataset could not provide high 

resolution images, the network could not be modified to train on higher quality 

of images.  

 

In the output of the garment fitting component as seen in figure 20, the cloth 

image is overlapping on the left-hand of the person. The network is not able to 

differentiate between the clothing area and the human body skin colour. This 

could be solved by using better models in the body segmentation and pose 

estimation components of the pipeline.   

The texture transfer using UV unwrapping technique works smoothly and has 

produced amazing results as seen in figure 23.   
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Chapter 5 - Conclusion   

The research provides a unique approach to solve the challenge of 3D virtual 

garment fitting by using 3D reconstruction mechanisms for generating body 

shape with the garments while retaining the original characteristics of the 

person and texture of the clothes. On comparing the results with state-of-the-

art methods, this system proves to produce qualitatively better results.  

 

The major contributions of this project are –  

• A novel pipeline is developed that comprises four neural networks 

performing different functions to work together and perform virtual 

garment fitting.  

• The developed system can take a 2D image input of the person and the 

garment and show the result in 3D, retaining all the textures and body 

characteristics.  

• The results showcased of this study prove to be more closer to the real 

world of trying clothes physically. This study provides a beginning step in 

a potential research direction. 

 

The dissertation also shows some failure scenarios in the final try-on output 

generated by the pipeline. These scenarios can be handled by doing certain 

modifications in the pipeline.  

 

Analysing the results of the 3D try-on module, it can be argued that although 

the system shows promising results based on the 2D approach it will have its 

limitations when the target humans are in varying poses.  

 

 

 



 

59 
 

5.1. Future Works 

The developed pipeline can be improved in many ways to achieve a better 

quality result. The garment fitting component of the pipeline can be trained on 

a higher resolution of images, with people in various postures and more different 

types of apparels. This could improve the performance of the entire pipeline and 

provide better results generated from the 3D reconstruction component.  

More testing is required to assess the performance of this pipeline, the testing 

must be carried out on people with different colours, hairstyles and in different 

poses with different types of garments.   

 

The pipeline has different models for pose detection and garment fitting, which 

should not be the optimal method for clothing transfer. As both these networks 

are trained on different datasets, there would be failure scenarios where the 

garments are not aligned according to the pose of the person. To avoid such 

failure scenarios, ablation of pose estimation components should be 

considered, and that mechanism should be incorporated in the garment fitting 

component itself.  

 

After the generation of output from the 3D reconstruction component, the UV 

unwrapping process is used for texture transfer. This process is done manually 

by using Blender. In the future, this process should be done automatically and 

the ways to do it must be explored.  

 

In all the current virtual try-on systems for clothes, only visual output is shown 

to the user. The system should also use a metric for informing the user about 

the fit of the garment. This metric can be calculated by considering the model’s 

accuracy and accordingly the user could see the visual output as well as get an 

idea about the fit of the apparel on his body. 

 

Since the pipeline generates a 3D mesh, this work could also be extended in 
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Augmented Reality applications. Such applications can display the customer, 

how they look in different garments at different locations.       
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5.2 Summary  

The dissertation begins by giving a brief idea about the concepts and methods 

required for virtual garment fitting. It then gives a general overview of the state-

of-the-art approaches used for 2D and 3D virtual try-on. It provides a detail 

analysis of the methodologies used in such systems like pose estimation, body 

segmentation, 3D projection and the datasets that are used for garment fitting. 

It showcases the proposed pipeline and its individual components along with 

the details that justify the choice of the models used and an in-depth analysis 

of their working and implementation. It shows the results of the pipeline with a 

brief discussion and provides a quantitative and qualitative evaluation and 

comparison against the state-of-the-art models. It also discusses the failure 

scenarios and provides a critical analysis of the entire flow of the system. In the 

final chapter it concludes by showcasing the major contributions of this 

research, the possible modifications for getting better results and the future 

scope of such systems.      
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Appendices 

 
 

Abbreviations Expansion 

CMC Cloth Masking Component 

HSC Human Segmentation Component 

PDC Pose Detection Component 

GFC Garment fitting Component 

RC3 3D - Reconstruction Component 

CIHP Crowd Instance-level Human Parsing 

PGN Part Grouping Network 

CIHP_PGN Crowd Instance level Human 

Parsing-Part Grouping Network 

CP-VTON Clothing Shape and Texture 

Preserving Image-Based Virtual Try-

On 

TPS Thin plate spline 

PIFuHD Pixel-Aligned Implicit Function for 

High-Resolution 3D Human 

Digitization 

IoU Intersection over Union 

SSIM Structural similarity 
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