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Abstract

Vehicle platooning is one of the promising solutions to improve traffic perfor-

mance in terms of traffic efficiency, fuel consumption, and road safety. The

main objective of a vehicle platoon is to maintain a safe inter-vehicle spacing

between adjacent vehicles in such a way that collisions are avoided in the

presence of different disturbances and uncertainties. Platoons can be formed

and maintained using either a vehicle’s on-board sensors, or a combination

of sensor information and inter-vehicle communication. Finding a method of

controlling a vehicle platoon that can withstand adverse conditions safely is

challenging. Platoon control can be differently affected by adverse conditions.

This project investigates the design of adaptive cruise control systems

for autonomous vehicles in non-ideal communication and non-ideal actua-

tion conditions. Analysis of the behaviour of a platoon in highway merging

scenarios is compared to platoon behaviour in regular highway travel using

computer simulations. The string stability of a platoon (i.e. how fluctuations

from the leading vehicle propagate into the platoon) is strongly linked to safe

behaviour. String stability across a range of non-ideal conditions is investi-

gated for connected and non-connected controllers. The simulation results

show that the string stability of a connected controller can be significantly de-

graded by non-ideal communications. The string stability of a non-connected

controller can deteriorate due to non-ideal actuation conditions.

These results could inform future work into the critical factors that de-

termine how adverse conditions may influence the decisions of a platoon

controller.
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Chapter 1

Introduction

This chapter will introduce the motivations behind this project. The poten-

tial challenges that may be faced over the course of the project will also be

outlined. The approach to collecting data and arriving at conclusions will

be discussed. The contributions that this project may bring to the field of

Connected Autonomous Vehicle (CAV) platooning research are highlighted.

Finally, a roadmap for the rest of the report is laid out.

1.1 Motivation

Along with a global trend of urbanisation [2], there has been a growing de-

pendence on road vehicles to access urban centres [3]. Many urban centres

have reached a point where roads cannot be built to handle the amount of

traffic expected on them, nor can existing roads be expanded due to limited

space/resources. Another path to achieving efficiency in road travel is to

improve how vehicles are driven on roads. Humans, by nature, drive com-

petitively rather than cooperatively [4]. Finding a way to drive cooperatively

would increase the efficiency of road travel [5]. The most promising way for-

ward is to allow computers to control road vehicles, so that we can ensure

cooperative driving in order to give the best throughput of traffic on existing

roads [6]. A significant challenge is ensuring safety in automated driving.

Safety in an automated vehicle means programming a controller which
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can make decisions to alter the vehicle’s speed or path when necessary. There

are controllers which allow groups of vehicles to follow behind one another

in a platoon. An important characteristic of connected systems called string

stability is commonly associated with safety in CAV systems. String stable

behaviour is demonstrated by ensuring that the effect of disturbances expe-

rienced by a platoon attenuate as they propagate in an upstream direction.

The difference between an autonomous vehicle and a CAV is that CAVs use

Vehicle-to-vehicle (V2V) communications to assist platoon formation, where

autonomous vehicles do not. A platoon of autonomous vehicles that uses

CAVs is called a connected controller. Connected controllers can be referred

to as Cooperative Adaptive Cruise Control (CACC) controllers because they

use on board sensors and inter-vehicle messages to inform their platooning

decisions. The predecessor to CACC controllers are Adaptive Cruise Control

(ACC) controllers, which only use on board sensors to inform platooning

decisions. Therefore, V2V communications are another critical factor that

affect the decisions that a CAV makes. If a platooning system relies on

fast communication to increase safety, the behaviour of that system in poor

communication conditions should be investigated. This project will take a

particular interest in the behaviour of controllers when a merging manoeuvre

is being performed. A merging manoeuvre is when the controller allows a

new vehicle to join an existing platoon. These manoeuvres will happen very

often in real-world implementations of autonomous driving. As such, the

safety of a controller must be maintained during a merging manoeuvre. The

goal is to ensure that automated platooning systems can operate safely in

real world conditions.

1.2 Challenges

Some of the challenges that will be faced over the course of this project

are: accurately representing traffic conditions in experiments, choosing con-

ditions that can be represented in an experiment, and understanding what

constitutes either safe or unsafe behaviour to enable analysis of results.

Finding a way to accurately represent the traffic conditions that this

14



project will investigate is a difficult challenge. There are two ways for a

platooning system to be investigated, either a controller can be implemented

in the real world (using real cars or small-scale replicas), or using computer

simulations. If information is collected diligently, both approaches have valid

but different uses.

Using computer software to simulate real-world conditions of a platooning

system is usually the favoured approach, simply because of fewer associated

risks and costs when compared to real-world implementations. Computer

simulations come with some limitations, such as a high possibility for inaccu-

rate replication of complex interactions. If the traffic scenario involves human

drivers, then a system for emulating a human’s driving behaviour would need

to be created. If the traffic scenario involves V2V or Vehicle-to-infrastructure

(V2I) communications, then network communication conditions would need

to be created. These kinds of computer simulations can be difficult to set up

and often scale poorly. What is meant by scaling poorly is that simulations

that involve only a few vehicles may take seconds of computing time for an

average machine, but simulations that involve complex traffic systems and

many vehicles can take days of simulating time for high-end machines.

Usually creating a real-world implementation of a platooning system in-

volves a lot of time and money, as both software and hardware need to be

programmed to operate in the expected fashion. Any system that is being

implemented in a real-world replication should undergo rigorous testing in

simulation environments to ensure that the money being spent on the vehicles

is not wasted. The advantage of creating a platoon in the real world is that

there is little chance for the implementation of any condition to be wildly

misleading, for example, how packet loss rate can affect communications.

In a real-world implementation of a platooning system, all communication

conditions would be realistic because they are being performed in the real

world. However, in a computer simulation, communication conditions can

only be considered estimates, as the network would be missing many possi-

ble real-world interactions. A real-world wireless network (as all V2V and

V2I communications are wireless) can experience packet loss or interference

very easily, but a simulated environment will behave exactly as it is pro-
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grammed to behave. Obviously, this kind of control is one of the reasons that

simulations are attractive, but it allows for simulations to overlook possible

real-world conditions. Because of these kinds of omissions, all results that

are gathered from simulations should be interpreted in the context of their

simulation environments. This means that results that are collected from

a simulation environment are valid when their limitations are acknowledged

[7].

The traffic conditions that need to be replicated seem relatively simple; a

platoon on a highway and a platoon on a highway that allows a new vehicle to

join the platoon. However, creating a platoon involves creating a simulated

network. The goal of this project is to examine the performance of different

controllers in adverse communication and actuation conditions. Because the

communication network is simulated, the adverse communication conditions

must be decided upon and then encoded into the simulated network. Finding

adverse communication conditions that the simulated network can imitate

and also affect the performance of the platoon must be identified in order to

create useful experiments. Deciding which conditions should be considered

involves not only understanding what can cause non-ideal communications

in a network, but also how that can be implemented in a simulation.

Learning what constitutes “safe” behaviour in a platoon of vehicles could

potentially be a challenge in this project. String stability is a condition for

safety that can be quantified by studying the desired controller inter-vehicle

spacing in a platoon and the actual inter-vehicle spacing. However, because

string stability is such a specific safety condition, it is very possible that a

platoon will begin to act in an unpredictable fashion that is not intended

by the controller, but still technically be string stable, or potentially for

string stability to be unclear and difficult to estimate. Due to this issue, a

broader definition of “safe” behaviour is required. This definition will not

be as specific as the definition for string stability, as the possibility for all

safety conditions cannot be theorised here. The safety of any given simulation

scenario that is not purely based in the examination of string stability will

be judged at the author’s discretion. If any result displays unsafe behaviour

that is not string instability, valid reasoning for labelling the result as unsafe
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will be provided e.g., a crash occurred.

1.3 Approach

As discussed above, this project will approach the problem of analysing the

operation of platooning controllers in non-ideal communication and non-ideal

actuation conditions using computer simulations. Utilising computer simula-

tions in the correct way is vital to obtaining meaningful results. Specifically,

the approach taken here will be to create two simulation scenarios: one

scenario where a platoon is simply travelling along a highway, and another

scenario where a platoon is travelling along a highway and a new vehicle at-

tempts to join into the platoon. Once these simulation scenarios are created,

they can be used to test the performance of selected platooning controllers

by running simulations with each platooning controller in each non-ideal con-

dition in both scenarios and observing the results. This approach involves

repeating many steps for slightly different conditions. An advantage of many

of the results being generated by changing only one or two variables is that

it allows for fair comparison between the variables. A disadvantage of the

results being generated in this way, is that the differences can be subtle, and

the author’s judgement is required to analyse the results. This could lead

to the analysis of results being subjective, which is undesirable. In order to

combat subjectivity, the reason for each conclusion will be stated explicitly

when presented.

1.4 Contributions

The contributions of this project to the field of research surrounding au-

tonomous vehicles are putting theoretical limits on the effect of different

non-ideal conditions with respect to a platoon’s ability to operate safely.

The benefit of having these theoretical values that limit the operation of a

platoon is that it allows for further work to be performed into these con-

ditions. It also highlights what kinds of vulnerabilities can be intrinsic to
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certain platooning controllers or possibly common across a group of platoon-

ing controllers. The communication limits can be used to dictate when a

real-world implementation of a connected platooning controller should fall

back to a communication-less controller. These limits for communication

conditions are some of the contributions that this project will make to the

state-of-the-art in this field.

Both connected and unconnected controllers are considered in this project.

Non-ideal actuation conditions may affect all controllers, and the extent to

which they affect the safe operation of a platoon must be identified. If non-

ideal actuation conditions are shown to be unsafe for any controller, then it

means that for any real-world implementation, a process for identifying the

actuation delay of a vehicle must be put in place and monitored constantly

by the vehicle’s on-board units. If a vehicle is identified to have an actuation

delay that can behave unsafely, then there is the possibility that the vehicle

must refrain entirely from using its ACC/CACC system. This result could

be very important, because, as explained above, there is a strong possibility

that all controllers could be affected to some degree by actuation delay. In

short, finding possible limits on actuation conditions that affect the operation

of a platoon would be useful points of reference for the autonomous driving

field of research.

1.5 Roadmap of Report

The structure of this report is to first discuss all of the basic ideas and prin-

ciples which are needed to understand the content of the report in Chapter

2. Then any work related to this project will be detailed in Chapter 3 so that

an understanding of the state-of-the-art in the field of autonomous driving

and platoon safety can be formed. After that, the methodology which will

be used to collect results and analyse them will be discussed in Chapter 4.

Next, the results will be analysed at a low level in Chapter 6. Finally, in

Chapter 7, the trends that are revealed by the first analysis of the results

will be discussed alongside any limitations of the method by which the results

were collected and analysed.
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Chapter 2

Background

In order to understand the content of this report, the main principles which

will be discussed are laid out in this section. Firstly, the evolution of cruise

control systems is discussed in Section 2.1 and Section 2.2. Secondly, the

idea of platooning will be introduced in Section 2.3, as it is central to this

project. This will also include learning the manner in which platoons are

controlled, the controllers’ characteristics. Thirdly, Section 2.4 will discuss

the concept of string stability. String stability is an area of particular focus for

this project, as it is a platooning characteristic that encapsulates a platoon’s

ability to operate safely even for large platoons of vehicles. Finally, platoon

merging manoeuvres will be discussed in Section 2.5, because the behaviour

of platooning systems’ regular behaviour will be compared to their behaviour

during merging manoeuvres.

2.1 ACC-enabled vehicles

Adaptive Cruise Control enabled vehicles are vehicles which use sensors and

a central computer to detect a vehicle’s position on the road and its position

relative to other vehicles on the road. This enables control of the vehicle

and safe autonomous driving. ACC-enabled vehicles use any combination of

radar, laser, infra-red, and camera-based sensors to collect accurate up-to-

date knowledge about the environment they are travelling through. ACC is
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employed commercially in many forms. Vehicles fitted with ACC capabilities

are able to adjust speed (and often direction) in order to drive autonomously.

Some implementations are only suited to follow a car preceding them from

a safe distance. It has been shown that traffic comprising a mix of manually

controlled vehicles and a significant number of ACC vehicles is positively

correlated to increased safety and throughput on a road [5]. There are limi-

tations associated with using an ACC-enabled vehicle instead of a manually

driven vehicle, such as, unusual scenarios that the vehicle’s computer may

not be able to handle well. It is extremely difficult for a fully automated sys-

tem to react well to circumstances that it has not been programmed to react

to. This limitation is not exclusive to ACC-enabled vehicles, it extends to

all vehicles operated by autonomous controllers. As such, many implementa-

tions of ACC insist that human drivers should still pay full attention to the

road even when using their automated system to ensure complete safety. All

ACC systems allow for the human driver to “kill” the ACC and take over

control of the vehicle in scenarios that a human interprets as dangerous, but

the ACC system does not.

2.2 CACC-enabled vehicles

Cooperative Adaptive Cruise Control enabled vehicles are equipped with

similar sensors to ACC vehicles, however, their biggest advantage is their

ability to communicate with one another using wireless Vehicular Ad Hoc

Networks (VANETs). This communication between vehicles allows for faster

and more precise decision making than a human driver or even an ACC-

enabled car would be able to perform. This means that CACC-enabled cars

can predict dangerous situations and devise ways to avoid them faster than a

human driver can, as demonstrated by the mixed traffic analysis performed

by Yao et al. [8]. CACC-enabled cars are also superior to ACC-enabled

cars at times when a cooperative approach is necessary for optimisation e.g.

on-ramp merging [9]. Delis et al. also showed that mixed traffic of ACC and

CACC vehicles yielded superior throughput compared to manually driven

cars.

20



The mechanism by which CACC platoons operate is usually based on

the dedicated short range communication (DSRC) protocol. This protocol

has different standards in Europe [10] and the United States [11]. For both

standards, the physical layer implementation is determined by some variant

of the IEEE 802.11 standard. This communication allows for ad hoc networks

to be created (this is how V2V communications work). It also permits local

area networks to be set up (e.g., WiFi for the passengers in CACC-enabled

vehicles), and importantly it allows for the connected vehicles to receive

information about their route (e.g., points of interest or parking information

on their destination).

2.3 Vehicle Platooning

Platooning is a concept which involves connecting groups of ACC/CACC-

enabled cars together in a string. Platoons usually consist of a platoon leader

and followers; they rarely take up more than one lane of traffic when they are

not performing platoon manoeuvres. Cars in platoons are able to establish

V2V communication using a wireless VANET. This communication allows

for the cars to react to changes in the platoon (e.g. slowing down to avoid an

obstacle) much faster than a human driver can. Faster reaction times allows

the cars in the platoon to drive closer to one another than traditionally

possible. This increases a vehicle’s fuel efficiency because of reduced air

resistance [12] and it improves overall throughput of a road [5].

Platoons must be able to perform simple manoeuvres such as merging

and splitting in order to safely allow vehicles to join and leave the platoon.

Platoon leaders control the actions of the platoon as a whole. If a car wishes

to merge into, or split from a platoon, the command must be confirmed or

denied by the platoon leader. The leader of a platoon centrally controlling

the state of a platoon is an important safety feature which prevents conflict-

ing manoeuvres being performed simultaneously, decreasing the likelihood of

a disturbance in the platoon. However, a weakness to platoon manoeuvres

can be exposed if the platoon leader is experiencing network communication

errors. An unreliable communication network can lead to a joiner’s message
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not being received by the leader, or possibly being received but no acknowl-

edgement being sent back to the joiner. This means that a join manoeuvre is

extremely sensitive to the communication conditions of the leader. It is worth

noting that in many cases, the messages being sent between a platoon leader

and a potential joiner to a platoon are the longest distance messages that a

platoon would have to deal with in a simple highway scenario (excluding V2I

communications).

2.3.1 Platooning Controllers

There are two common usages of the term “controller” in the context of ve-

hicle platooning. Controller can be used to refer to the distributed controller

characteristic of a platoon, but it is often used to describe the information

flow topology (IFT), distributed controller, and spacing policy of a platoon-

ing system. This is because, in most cases, a distributed controller has been

characterised, and ideal values for the IFT and spacing policy are known for

most scenarios. The distributed controller characteristic defines how the pla-

toon control objectives are achieved. Essentially, the distributed controller

allows each vehicle to calculate its desired acceleration (and therefore, posi-

tion in the platoon). It performs these calculations using the data it collects

from its own sensors, and the data that are sent to it in platooning beaconing

messages. This project will often be using the definition of controller that

refers to all of the platooning characteristics as one. Any point where only

the distributed controller is being referred to specifically will be made clear,

and any point where the IFT or spacing policy of a controller are being re-

ferred to, will be clearly identified. This project deals with several different

implementations of a controller, and, as suggested previously, each controller

is implemented using the ideal values for IFT and spacing policy that have

already been researched.

Spacing Policies There are two kinds of spacing policy that are used

in platooning controllers: constant-distance spacing policy and variable-

distance spacing policy. The difference between the two is how the distance
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that vehicles in a platoon must keep from one other is enforced.

In a constant-distance spacing policy (as the name suggests), the distance

between a vehicle and its predecessor is set, at say 30 metres. This inter-

vehicle distance will not change (unless the vehicles are coming to a halt).

This kind of spacing policy is often used in ACC controllers because vehicles

using this kind of controller are assumed to be unable to communicate. As

such, if the spacing policy were to change, there is no guarantee of consensus

on what that new spacing policy should apply across the entire platoon. A

constant-distance spacing policy has been shown to easily lose string stability.

When ACC-enabled vehicles that use this kind of spacing policy do not have

a vehicle in front of them, they default to reaching a goal speed.

In a variable-distance spacing policy the inter-vehicle distance enforced

by the platooning controller can change over time. The spacing policy usu-

ally changes with respect to platoon speed. This is so that the inter-vehicle

distance will allow for a preceding vehicle to apply emergency braking and

give the following vehicle enough to time brake safely as well. A common

implementation of a variable-distance spacing policy is a constant-time head-

way. Headway meaning the amount of time in between adjacent vehicles in

a platoon. For example, instead of saying that vehicles always need to be 30

metres apart, a constant-time headway spacing policy could dictate that ve-

hicles should always be 0.5 seconds apart. This kind of spacing policy varies

with speed and can be enforced more consistently by connected controllers

because the connected controllers can propagate the variable spacing policy

along the platoon quickly. These kinds of spacing policies have been shown

to be better at implementing string stable behaviour than constant distance

spacing policies [13].

Information Flow Topologies Platoons have several different charac-

teristics that define the operation of that platoon, such as node dynamics,

distributed controller, and spacing policy. Distributed controller and spacing

policy have already been discussed. The IFT of a platoon describes how mes-

sages propagate through the string of vehicles. An example of a common IFT

is predecessor following (PF) [14], whereby messages can only be transferred
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from a vehicle’s predecessor. If the leader of a platoon using PF wishes to

send a message to the final follower in the platoon, then the message will

propagate through every other vehicle in the platoon.

2.4 String Stability

String stability is a performance indicator used to assess longitudinal vehicle

control systems. The concept of string stability has been around for almost

50 years, the term was used first by Peppard [15] and subsequently used in

vehicle platooning [16]. String stability must be considered when analysing

a platooning scenario [17], as it is a vitally important factor when consid-

ering safety and efficiency of a platoon. There are many different rigorous

definitions of string stability [14], though, its definition is often considered

intuitive. A system that is string stable will not allow disturbances in the

system to amplify as they propagate down the platoon. A system is string

unstable if a disturbance is amplified (or does not attenuate) as it propagates

down the platoon. String stability is best measured using distance between

adjacent vehicles (inter-vehicle distance) in a platoon with respect to time.

Measuring inter-vehicle distance and the ideal inter-vehicle spacing allows for

the error from ideal distancing to be calculated.

From observing the inter-vehicle distance error, the attenuation or ampli-

fication of disturbances along the string can be easily observed. In the case

of a string stable platoon, as the disturbance propagates down the platoon

a decrease in the inter-vehicle distance error should be observed. However,

research shows that inter-vehicle spacing error is not the only factor that

needs to be considered in string stability when analysing heterogeneous pla-

toons [18, 19]. The definition of heterogeneous traffic in this instance refers

to traffic that is all CACC-enabled, but has differing dynamic abilities (e.g.,

different maximum braking capabilities). This project is solely focused on

homogeneous platoons (platoons in which all of the vehicles have the same

dynamics) to simplify the estimation of string stability.

An aspect of string stability that must be explored is the boundedness of

a string stable system. Boundedness ensures that as the size of the platoon
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grows, no sacrifices are made with respect to string stability. That is to

say that if a controller can implement a string stable and bounded platoon,

then the platoon may be extended infinitely and always remain string stable.

This result would be significant for a controller as it proves that safety can

be maintained for extremely large platoons in ideal conditions.

2.5 Platoon Merging Manoeuvre

As mentioned previously, platoons must be able to perform manoeuvres

which allow for vehicles to join or leave the platoon. A merging manoeu-

vre is a manoeuvre in which a vehicle joins a platoon, either by adding on

to the end of the platoon or by changing lane into a safe gap within the

platoon. Of the two types of merge that are possible, this project will focus

solely on the scenario where a vehicle joins a platoon by joining on to the

end. This project will only analyse cases where a single vehicle is merging

into the multi-vehicle platoon, though there is research on multiple vehicle

merges [20].

Figure 2.5.1: Example of a join-at-back manoeuvre captured from the SUMO
GUI

It is very important to ensure the safety of all vehicles in the platoon at all

times. Different manoeuvres introduce different risks to safety compared to

simple leader-following (standard behaviour for a platoon in a highway set-

ting), as such, controllers which purport to guarantee string stability must be
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rigorously tested in merging cases. Studies have investigated string stability

during merging manoeuvres for identical vehicles [21] and vehicles with dif-

fering dynamics [22]. However, none of these simulations take into account

the possibility of a real-world scenario where communication conditions are

not ideal.

2.6 Summary

This section outlined many of the concepts that will be discussed over the

course of this project. ACC and CACC controllers are the only controllers

that are going to be evaluated. Platooning was explained in general, and

the characteristics of platoons that are relevant to this project (distributed

controller, spacing policy and IFT) were also detailed in order to facilitate

robust analysis of platooning systems. String stability, a concept that is key

to understanding the literature in this field of research including this project

was explained insofar as is necessary. Finally, the platooning manoeuvre

(joining) that will be investigated over the course of this project was outlined.
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Chapter 3

Related Work

The previous chapter discussed the main concepts that need to be under-

stood in order to be able to evaluate this project. This chapter will deal

with research that has already been done which is within the scope of this

project. In Section 3.1 the non-ideal communication conditions that will be

investigated during the experimentation portion of this project are compared

with other work that has been performed on the same conditions. Non-ideal

actuation conditions will be put into the context of the state-of-the-art in

this area in Section 3.2. The operation of the simulation platforms that

are utilised to perform experiments is detailed in Section 3.3. Finally, the

research question which drives this project is outlined in Section 3.4.

3.1 Non-ideal Communication Conditions

All real-world networks experience losses at some point. Communication loss

must be taken into account for platooning scenarios, but many papers which

analyse string stability of a platoon do so in ideal communication conditions

[17, 23, 24, 25].

In this project, several communication variables that give rise to non-

ideal communication conditions will be explored. Namely, packet loss rate

of the network, transmission power of all of the vehicles in a platoon, and

the background noise that is experienced across the network. Each of these
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communication conditions have the ability to give rise to conditions that

could cause a platoon to behave in an unsafe manner. Another area of

interest in the state-of-the-art is controller degradation. This is the idea that

when a connected controller experiences significant communication loss or

delay, the controller will degrade to a communication-less controller.

Harfouch et al. aim to show that a CACC system can adapt to its pla-

tooning environment and deploy different controllers as a result [26]. In their

first experiment, a heterogeneous platoon is controlled by a simple CACC

controller that cannot adapt to its situation. When the platoon is presented

with a disturbance, the controller successfully avoids the disturbance, but

the platoon’s behaviour was not strictly string stable as the controller was

expecting vehicles with identical dynamics. In their second experiment, the

heterogeneous platoon was controlled by a novel controller (conceived by

Harfouch et al.) which is able to adapt to the heterogeneity of the platoon,

and it avoided the disturbance, while demonstrating string stable behaviour.

In the final experiment, the platoon was exposed to non-ideal communication

conditions, and a different novel controller was implemented that was able

to adapt the operation of the platoon, to instead use a communication-less

ACC controller in place of the CACC controller that was being used pre-

viously. This paper is successful in demonstrating that a controller can be

created which adapts well to different adverse conditions that a platoon may

encounter in a real world scenario.

Ploeg et al. introduce the idea of a CACC controller that can detect and

respond to non-ideal communication conditions [27]. The paper introduces

the phrase graceful degradation, which describes the operation of a connected

platooning controller that is able to detect non-ideal communication condi-

tions, and safely (gracefully) degrade to a platooning controller that does not

require communications to hold a formation. This research was performed on

a real platoon of vehicles, which were are all Toyota Prius III Executive. This

leads to the graceful degradation paper assuming that the platoon being con-

sidered is homogeneous. The experiments to test the string stability of the

platoon involved decelerating the leading vehicle by 5 m/s and observing the

reaction of the following vehicles. The experiments show that the degraded
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CACC (dCACC) system performs at least as well as the ACC system.

Harfouch et al. [26] and Ploeg et al. [27] are able to demonstrate that a

controller can be created which is able to respond to its environment in due

time, and make adjustments to the control structure of the platoon that do

not affect the string stability of the system. The only issue is that each of

them theorise the boundary of operation. They believe that non-ideal com-

munication conditions can be easily identified using communication latency.

This is not always the case, for example, during a jamming attack, commu-

nications may degrade much faster than the calculations based on latency

would be able to detect, causing a platoon to continue using a connected

controller despite adverse conditions.

Teo et al. describe the operation of any mobile vehicle platoon that expe-

riences losses [28]. Teo et al. did not specify that the platoon in question had

to be road vehicles, in fact it was suggested that the idea could be used for

aeroplanes or road vehicles. Due to this generalisation of “lossy” behaviour,

some of the concepts in this paper may need to be adapted to work for pla-

toons of road vehicles. The paper concludes that if a network experiences

intermittent losses, string stable behaviour can be maintained if the following

vehicles are able to accurately estimate the velocity of the vehicles preceding

them, as long as that velocity does not exceed bounds that are detailed in

the paper. This is the point where generalising the concept to all moving

vehicle platoons benefits road vehicle platoons. All CACC-enabled vehicles

have the capability to measure the distance between themselves and their

predecessor by using their on-board sensors. Therefore the concepts devel-

oped in this paper can be well suited to road vehicle platoons for networks

that can experience intermittent losses. An assumption was made over the

course of the paper that the leading vehicle’s velocity would not alter beyond

certain bounds. So it is worth noting that the concepts developed in this pa-

per may be well suited to a platoon that experiences small disturbances, but

if a platoon experiences a large disturbance (e.g., the leader suddenly braking

to a full stop), these concepts may not hold. This knowledge could possibly

be used to create a controller that does not instantly degrade to a string

unstable ACC controller if the leading vehicle’s position is measured not to
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change during periods of high packet loss in the network.

Alipour et al. discuss the impact of jamming attacks on CACC systems

[29]. Unlike most other research performed into non-ideal communication

conditions, this paper does not discuss factors that may mitigate the effect of

poor communications on a platoon. Instead this paper analyses the position

of a jamming attacker relative to a platoon, and which position affects the

platoon the most. The jamming attack, in this case, manifests as a large

increase in background noise for a localised area in the platoon. The increased

noise affects transmissions in a fashion proportional to the distance from the

jamming source to the transmission nodes. The paper concludes that when

a jamming source is placed very close to the leading vehicle in a platoon, the

effects are worse than other positions. This shows that background noise can

be artificially increased in order to attack a platoon. Therefore, measures

must be put in place to prevent the possibility that a sudden increase in

background noise can result in a disturbance causing a crash in a platooning

vehicle.

Table 3.1: Analysis of related work that considers non-ideal communication
conditions

Paper String
stability

Packet
loss
rate

Background
noise

Transmission
power

Degradation

Ploeg
2014
[27]

y n n n y

Harfouch
2018
[26]

y n n n y

Teo
2003
[28]

y y n n n

Alipour
2017
[29]

y y y n n
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Table 3.1 cross-references each of the topics of research that are discussed

in this paper with the current state-of-the-art.

3.1.1 Communication Condition Justification

Each of the conditions were chosen for investigation for a reason. This section

will discuss the reasoning behind the choices of: packet loss rate, background

noise, and transmission power as the network variables investigated in this

project.

Packet loss rate was chosen as a non-ideal network condition worthy of

investigation because it is a common manifestation of many different kinds

of unreliable communication channels. Packet loss rate can be manifested

in a network by many different mechanisms e.g. network congestion, bugs

in software, problems with hardware, security threats. Packet loss rate is a

powerful network condition to investigate, because if a controller is found to

be robust in its handling of high rates of packet loss, then it will be robust for

many adverse communication conditions, no matter how they are manifested.

Background noise was chosen as a non-ideal communication condition

because its effect on platoon behaviour is not well researched at this point

in time. It is a communication condition whose potential impact will only

grow as the number of implementations of CAV platoons in the real world

increases. It has been investigated in the sense of a jamming attack before.

However, if connected platoon controllers become commonplace in the fu-

ture, the levels of background noise that cause adverse effects must be well

understood. This is a reason for investigating i in this project.

It is noteworthy that no papers have investigated the effects of transmis-

sion power on platoon communications. This is likely because the effects of

low transmission power can be similarly manifested using other variables like

background noise. However, due to the fact that it has not been thoroughly

investigated before, it should be inspected to either confirm or reject the as-

sumption that it behaves similarly to other communication variables whose

effects are proportional to the distance of transmission.

Packet delay is another valid communication condition that could be in-
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vestigated. However, connected controller degradation has already been cal-

culated using packet delay by Ploeg et al. [27].

3.2 Non-ideal Actuation Conditions

The quality of a vehicle is never guaranteed, engine conditions can easily

degrade over time if they are not maintained. If actuation conditions can

drastically affect the performance of a platoon, then there are two possible

approaches to mitigating the effects of actuator delay on a platooning sys-

tem. Firstly, a controller which is robust enough to withstand large amounts

of actuator delay could be developed. Secondly, actuator delay could be

monitored and maintained below some ideal value in platooning situations.

A lot of research performed into connected platoons assumes the actuation

delay of a vehicle to be some small constant or negligible value, so the delay

is often omitted from calculations [24, 23, 30]. In reality, pneumatic brak-

ing systems involve actuation delay because it is an unavoidable physical

phenomenon [31]. Therefore actuation delay should be accounted for as a

variable across platooning systems. It is possible that vehicles are adapted

to suit autonomous driving have a weakness that causes their actuation delay

to degrade over time. This degradation of many ACC/CACC enabled vehi-

cles could lead to a situation whereby an entire platoon of vehicles experience

actuation delay much greater than their (negligible) expected value.

Di Bernardo et al. propose a consensus approach to platooning that

involves allowing for actuation delay (it is referred to as actuation lag in

the paper) [32]. Actuation delay is considered in the case that the vehicle is

being driven by a human, but the controller still wishes to be able to alert the

human to possible dangers if they are driving too close to a vehicle in front

of them. In order to calculate a safe driving distance, the actuation delay of

the vehicle and the human reaction time is taken into account. An example

more relevant to the work of this project is shown later in the paper, where

the actuation delay of a vehicle is used in calculating the ideal inter-vehicle

spacing inside a heterogeneous platoon.

Morbidi et al. [21] approach the string stability of a platoon in an ana-
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lytical manner. In doing so, several equations are derived so that sufficient

conditions for string stability can be defined. The value for actuation de-

lay is often ignored in these analytical approaches, however, Morbidi et al.

allow for actuation delay in their approach, and the value for actuation de-

lay is included as a variable in their sufficient conditions for string stability.

As mentioned, that work differs from this project, as it was an analytical

approach rather than an experimental approach, so no estimates of what

range of values for actuation delay may cause string unstable behaviour were

included.

In Valente’s PhD thesis [33], computer simulations are used to evaluate

the string stability of different systems. Actuation delay is included as a

factor that can effect string stability. Using empirical methods, Valente was

able to estimate a function to describe actuation delay of a given engine type

at a known speed. This was used as part of a calculation to estimate the

overall lag experienced by a real-world vehicle due to mechanical processes.

As such, a range of values for actuation delay that may affect string stability

were included.

Table 3.2: Analysis of related work that considers non-ideal actuation con-
ditions

Paper String stability Analytic approach
to actuation delay

Experimental
approach to
actuation delay

Di Bernardo
2015 [32]

y y n

Morbidi 2013
[21]

y y n

Valente 2015
[33]

y n y

As demonstrated in Table 3.2, most of the work that has been performed

to date investigating actuation delay as a factor that can affect the string

stability of a platoon is performed using analytical methods. This paper will

take a different approach to Valente, but will still use experimental methods
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to investigate the effects of actuation delay on string stability.

3.3 Simulation Platforms

An integral part of this project is the experimental evaluation of different

platoon controllers for different communication conditions. As this project

does not have the available resources to implement the platoon controllers

in a real-world scenario, computer simulations will be used to implement

the platoon controllers. There is a lot of flexibility associated with using

computer simulations in this manner, as in real-world implementations, the

cost of a failure of the system would be large, but for a computer simulation,

the failure of an implementation is easily handled.

SUMO

There are several different simulators that are commonly used to reproduce

traffic conditions, for example AnyLogic’s proprietary “Road Traffic Simu-

lation Software”, SimWalk’s proprietary “Road Traffic Simulator”, and the

open-source Eclipse Simulation of Urban MObility (SUMO) project. For

this project, a traffic simulator which is able to accurately represent homoge-

neous traffic travelling along a straight highway is required. The proprietary

platforms do not have as many extensions freely available as SUMO does. Be-

cause SUMO is open-source, many more programs are able to interact with

it, compared to the proprietary programs. This made SUMO an obvious

choice for the traffic simulator.

SUMO is designed to be able to handle large networks. SUMO can be

used on its own to simulate a range of traffic scenarios where communications

are not needed, or where the simulation parameters do not need to vary too

widely. For example, if a simulation involved a section of an urban environ-

ment with pedestrians and vehicles which are all humanly controlled, then

SUMO could be used to simulate it, without the need for any other assistance

from other simulation programs. SUMO has a built-in GUI that displays the

traffic scenario that is being considered. However, the simulations for this
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project require a simulated network in order to facilitate platooning messages.

Therefore, a network simulator also needs to be identified.

OMNeT++

Objective Modular Network Testbed in C++ (OMNeT++) is a discrete event

simulator that is widely used to simulate networks and network messages. It

can work alongside the SUMO simulator in order to provide V2V or V2I

communications to a traffic simulation. It is perfectly suited to create a

VANET for this project, as it allows for non-ideal communication conditions

to be realised over the course of a simulation. OMNeT++ also comes with a

built-in GUI. A difference between SUMO and OMNeT++ is that a SUMO

simulation can be started from the OMNeT++ GUI but an OMNeT++ sim-

ulation cannot be started from the SUMO GUI. When a SUMO simulation

is run using the OMNeT++ GUI, every message that is being sent over the

vehicular network can be observed. This is a powerful tool that can be used

to discern information flow topologies of controller implementations if they

are unknown, it can also be used to read the content of any given message

over the course of a simulation.

Veins

The VEhicles In Network Simulation (Veins) environment requires both SUMO

and OMNeT++. This is because the Veins simulating environment gives a

platform upon which SUMO and OMNeT++ can be integrated together

easily and coherently. Veins allows for easy simulations which require vehi-

cles/infrastructure to be able to communicate.
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Figure 3.3.1: Veins architecture. Source: [1]

Veins operates as an interface between SUMO and OMNeT++ by acting

as an extension to OMNeT++, as demonstrated in Figure 3.3.1, that can

perform all of the functionalities of the network simulator that are necessary

to implement vehicular networks. Veins communicates with SUMO through

sharing a port on the localhost server. The port is determined at runtime

and both platforms can read and write commands to one another over the

shared port in order to facilitate an accurate simulation experience.

Plexe

Platooning Extension for Veins (Plexe) is an extension of the Veins simula-

tor which provides the ability to form platoons, create platooning messages,

and perform platoon manoeuvres. This interface will be used extensively

throughout this project to simulate platooning scenarios. It is important to

note that simulations which are run using this platform are deterministic.

As such, simulating a single scenario multiple times does not offer new infor-

mation and therefore, simulations will only be run once only (no repeats).

Plexe uses C++ to perform the business logic of each of its features, and

a configuration file to initialise all of the conditions that can change from

simulation to simulation. When Plexe creates a simulation scenario, each of

the conditions that are initialised in the configuration file are used by a C++
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class to implement the conditions in the scenario.

The base classes that Plexe simulations require are: a position helper, a

platooning application, a platooning protocol, a traffic manager, and a sce-

nario. The position helper contains the definition of methods that are used

to assist the platooning application in discerning things like the position of

a particular vehicle in a platoon or the ID of the leader of a platoon to allow

vehicles to send messages to the leader. The platooning application dictates

the handling of platooning messages, for example, a platooning application

would define how platoon beaconing messages or join manoeuvre messages

should be interpreted. The platooning protocol defines the operation platoon

beaconing messages. The traffic manager uses SUMO’s traffic control inter-

face (TraCI) to change variables that SUMO needs to be informed about such

as, the number of vehicles in a simulation, the controller that each vehicle

should use, etc. The scenario defines the behaviour of a given simulation, for

example, a scenario could be used to apply a disturbance in a simulation, or

to permit a new vehicle to join the platoon.

To implement each of the scenarios in the experiments of this project,

becoming familiar with this structure of C++ classes was vital. Creating

a new scenario which implements a disturbance (either sinusoidal or full-

braking) and a join manoeuvre would not have been possible without an

understanding of this structure. New scenario, and platooning application

classes were needed to implement that kind of behaviour.

The new scenario class that was created to allow for join manoeuvres

with disturbances was based on a simple join-at-back merging scenario, but

it had to be able to accept new arguments from the Plexe configuration file

to allow for disturbances to be added. To facilitate sinusoidal disturbances, a

boolean option was added to the configuration file. Along with this boolean

option, other options which controlled the amplitude, frequency, and duration

of the sinusoidal disturbance were added. A different boolean option was

added to allow for a full-braking disturbance. In the same fashion as the

sinusoidal disturbance, other options were added to control the maximum

rate of braking, and the simulation time at which the disturbance occurred.

The new platooning application class that was added, assisted the new
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scenario class in achieving the goal of creating a merging manoeuvre with

disturbances, by allowing the platoon controller’s speed to be altered by the

previously mentioned scenario options. Another vital piece of code that was

added to the platooning application was implementing the correct controller

in the new joining vehicle. Plexe is a relatively new software, and some of the

CACC controllers have only been added to the library in the last 6 months.

As such, some of the behaviours are hard-coded to operate for only the PATH

CACC controller (the first connected controller implemented). This meant

that other options were added to the configuration file, to inform the new

platooning application of the desired platooning controller for each simula-

tion, so that the joining vehicle could be given the correct controller once it

successfully joins the platoon. The application handled this controller, and

passed it to the traffic manager, which implemented the change in controller.

Plexe allows for the simulation results to be recorded at a chosen interval.

The default value for data collection frequency is 100 Hz, that means that

100 times per second over the course of a simulation, Plexe writes the value

of each vehicle’s distance from its predecessor, speed, acceleration, controller

acceleration, and relative velocity to a vector (.vec) file. At the end of each

simulation, the vector file is converted into an R data (.Rdata) file which

allows for a plotting program to display the results graphically. The graphs

that are produced by this data collection are the results that will be analysed.

Table 3.3: Summary of simulation platforms’ abilities

Platform Vehicle dynamics Network conditions Platooning
SUMO y n n
OMNeT++ n y n
Veins y y n
Plexe y y y

Table 3.3 summarises the abilities of each of the simulation platforms that

were considered for this project. Plexe is the simulation platform that will be

used to create the experiments for the project because it is the only platform
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that can simulate platoons which experience non-ideal communication and

non-ideal actuation conditions.

Implementations of Platooning Controllers in Plexe

There are 3 different controllers discussed over the course of this project. Two

of these controllers are connected controllers, and the other is a controller

that does not require inter-vehicle communications to function. The term

controller here refers to the distributed controller, the spacing policy, and

the information flow topology characteristics of a platoon. The reason that

these three controllers were chosen as the controllers in this project is because

the two connected controllers (Ploeg and PATH) are state-of-the-art, and

have been implemented in real-world platoons. This makes them perfect for

testing against potential real-world scenarios as they claim to be fit for the

purpose. It is also convenient that they have been implemented in Plexe. The

ACC controller is a state-of-the-art implementation of an ACC controller. It

is a perfect example of a communication-less controller that can be compared

against the two selected CACC controllers.

ACC The ACC controller implemented in Plexe [34] is described as a sim-

ple interaction between the cruise control of the vehicle (acceleration cal-

culated using the desired cruising speed) and the sensor-informed controller

(desired acceleration calculated using sensor information). The acceleration

at any given moment is calculated as the minimum of these two values. This

feature ensures that when a vehicle is below its desired cruising speed and

the sensors inform the controller that there is room in front of the vehicle to

accelerate, then it will do so. If the sensors inform the controller that there

is no space to accelerate to its desired speed, then the controller calculates

a new acceleration (or deceleration) to ensure the vehicle is safe. Another

example of the ACC controller in action would be that if a vehicle in front of

the ACC-enabled vehicle accelerates beyond the desired cruising speed, then

the controller will not exceed the desired cruising speed.

This controller uses a constant-time gap spacing policy that is set at 0.4

seconds. There is no information flow topology associated with this con-
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troller, as the platoon does not require constant beaconing to remain in

formation.

PATH CACC The California Partners for Advanced Transportation Tech-

nology (PATH) project developed an implementation of a CACC controller

that optimises road throughput and fuel efficiency by forming strings of vehi-

cles on highways using relatively small inter-vehicle spacing [35]. The project

claims the ability to yield a 25% reduction in energy consumption compared

to normal highway driving. This project is mainly focused on truck platoon-

ing, but the principles that were discussed have been extrapolated to suit

any kind of vehicle that Plexe can simulate. It is also worth noting that the

California PATH project did not implement any functionality with respect to

longitudinal control. The project was entirely focused on latitudinal control,

and theorised that drivers would still have to perform the steering of vehicles

which use this controller mechanism. Due to the project only defining be-

haviour of latitudinal control, the formation of vehicles is explicitly referred

to as a string. They do not use the word platoon to describe a formation

where only the speed is under automated control.

The project also theorised the existence of a “CACC truck-only” lane

on highways. The project believed that if trucks which are using a small

constant time gap spacing policy are deployed on highways with manual

drivers, then the manual drivers could become intimidated by the presence

of large vehicles that other traffic cannot merge into (forming a kind of wall

of trucks). The leading vehicle in the string of trucks is made the leader of

the string much like traditional platooning.

The project states that the leader must have the ability to alert its fol-

lowers to conditions that would cause the followers to have to steer manually.

For example, changing lane or avoiding a road hazard. The PATH project

also discusses the theoretical existence of what they call a “kill switch”. The

kill switch alerts the driver that the conditions of the string have become un-

safe, and the driver must take over complete manual control of the vehicle.

This concept is similar to the idea in this project, that once a V2V commu-

nication network becomes unsafe, then connected controllers must use their
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own kill switch to fall back to a communication-less controller. However, the

PATH project explicitly stated that the use of the kill switch was purely for

use in research only due to concerns about how the kill switch being activated

would affect current implementations of CACC controllers. What is meant

by this, is that hitting the kill switch implies that a vehicle can no longer be

part of the string, so as soon as the switch is flipped, all vehicles in the string

must be made aware of this, and stop trusting all controller commands that

they receive. It is the mechanism of how a vehicle in a string reacts to these

untrustworthy CACC messages that renders the kill switch only acceptable

for use in research.

This controller uses a constant-time gap spacing policy of 0.2 seconds. It

also makes use of a leader-predecessor following IFT. A leader-predecessor

following IFT is characterised by each vehicle having to receive platooning

messages from both the leader of the platoon, and its direct predecessor.

Ploeg CACC The Ploeg CACC controller [30] is so named because of

the main author of the paper who laid out its functionality. Ploeg is a pro-

lific researcher in the field of autonomous driving, and in particular string

stability in autonomous platooning systems [13, 36, 37, 38, 39]. The paper

on which the Plexe implementation of the Ploeg CACC controller is based,

compares and contrasts the operation of an ACC-enabled platoon of vehi-

cles to the operation of a CACC-enabled platoon of vehicles. Ploeg points

out that much of the research performed on the control design of CACC

systems is theoretical analysis, not practical implementations and the eval-

uation thereof. Ploeg suggests that a constant time gap spacing policy of 1

second or less is required to ensure that traffic throughput and fuel efficiency

are maximised in a platooning scenario, and that using connected controllers

is the best strategy to achieve these time headways. Ploeg experimented on

real vehicles in this paper [30], and as such the results can be interpreted as

extremely successful. Implementing a controller in a real-world platoon is a

huge leap forward in the development of a connected controller. The vehicles

that were used (Toyota Prius III Executive) required only a few components

to be added in order for them to function well as a platoon. This is a promis-
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ing result for CAV implementations in the future. Not having to completely

retrofit a vehicle to the purpose of driving autonomously, and using some

of the existing components as part of the final product shows that CACC

implementations may be commonplace in the near future.

This controller uses a constant-time gap spacing policy of 0.6 seconds. It

also makes use of a predecessor-following IFT.

3.4 Research Question

The question that this research project poses is: do non-ideal communica-

tion and non-ideal actuation conditions have any significant effect on the

behaviour (particularly the string stable behaviour) of different platoon con-

trollers? If they have a significant effect, when do these effects render a

particular platooning controller unsafe?

The first question has been asked by several other researchers, but mostly

analytic methods were used to answer them. Using an analytic approach, it

is difficult to discern what real values may cause the adverse effects that are

observed. This leads to the second question; because experimental methods

are used in this paper, real values will be possible to find. These real val-

ues have not been calculated before, and answering this question could give

significant results.

3.5 Summary

In conclusion, a lot of analytical research has been performed in the field

of autonomous platooning with respect to both non-ideal communication

conditions and non-ideal actuation conditions. Work has already been done

in identifying how controllers that are affected by non-ideal conditions can

degrade to controllers that are better suited to new conditions. However,

very little work has been done to identify the kinds of conditions that may

cause a platoon controller to have to degrade to a safer alternative. The

objective of this project is to use experimental methods to discern the limits
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of communication and actuation conditions that may cause a platooning

controller to degrade.
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Chapter 4

Method

The goal of this project is to investigate the design of merging behaviour for

CAVs in non-ideal communication and non-ideal actuation conditions. As

such, simulations using a suite of vehicle simulating tools will be run. The

results from these simulations will be used to investigate the effects (paying

particular attention to string stability) that non-ideal conditions have on a

platoon that is not performing a manoeuvre. These effects will be compared

to the effects measured when a platoon performing a manoeuvre is simulated.

The simplest way to investigate string stability is to add a disturbance

to the system. As mentioned in Section 2.4, the definition for a string stable

platoon is defined as a platoon where disturbances which propagate down

the string of vehicles do not amplify. This effect can be observed in homoge-

neous platoons by analysing the inter-vehicle spacing with respect to time,

paying particular attention to the times when the platoon leader experiences

a disturbance. It is worth noting that the platoon leader is not necessarily

the first vehicle to experience a disturbance in a platoon, but for a highway

scenario, the platoon leader is far more likely to experience a disturbance

than any other vehicle in the platoon.

This section will outline the scenarios that will be simulated for different

platooning controllers across different non-ideal conditions so that results can

be collected and analysed. This section will also explain how these scenarios

are used and why they are a valid approach to collecting the data needed for
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accurate analysis.

4.1 Sinusoidal Braking Scenario

This simulation scenario is a great test for string stability as it will constantly

test the controller’s ability to make the correct decisions for the vehicles in

the platoon in order to keep them all at the ideal distance from the car in

front of them. As non-ideal communication conditions are introduced into

the scenario, their effect on the string stability of the platoon should be

apparent when analysing the graph which plots inter-vehicle distance with

respect to time.

Figure 4.1.1: Sinusoidal disturbance demonstration: vehicle speed w.r.t. time

This scenario involves a platoon of vehicles which has size 8 (meaning

there are 7 vehicles following a leader). The platoon leader and all of its

followers begin the simulation with a speed of 100 km/h and then after 5

seconds it will start oscillating its speed (accelerating and decelerating) sinu-

soidally with a frequency of 0.2 Hz, meaning it will accelerate for 5 seconds

and then decelerate for 5 seconds repeatedly until the simulation ends. An
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example of what a sinusoidal disturbance looks likes from the point of view

of only the leader is demonstrated in Figure 4.1.1.

4.2 Full Braking Scenario

This simulation scenario is a good test for string stability of a platoon for

extreme braking conditions. This is because the controller should always be

able to have the followers come to a full stop behind the leader. If behaviour

different from a safe full stop is observed, then it can be implied that some

real-world disturbance has affected the operation of the controller, and as

such, a method to mitigate the disturbance should be investigated. An ex-

ample of what a full-braking disturbance looks likes from the point of view

of only the leader is demonstrated in Figure 4.2.1.

Figure 4.2.1: Full-braking disturbance demonstration: vehicle speed w.r.t.
time

This scenario involves a platoon of vehicles which has size 8. The platoon

leader and all of its followers begin the simulation with a given speed (100

km/h) and after 5 seconds, the platoon leader applies the brakes and causes
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the vehicle to decelerate quickly. The followers should come to a full stop

behind the leader.

There is a characteristic of this scenario that is observed for some con-

trollers, whereby after the lead vehicle has come to a full stop, some of

the followers will creep closer to their predecessor. This is caused by the

controller’s implementation of a constant-time headway. When a vehicle’s

predecessor is completely stopped, the controller still tries to decrease the

inter-vehicle distance. The effect that this has on the analysis of results is

that the small changes after the initial stop can readily be ignored. This

would not be the case if the scenario includes a vehicle crashing, because

as soon as vehicles crash into one another, the simulation cannot continue.

This explains, why for some of the graphs, the results seem to just stop at a

certain point (this will be noted in the explanation of the results).

4.3 Join Manoeuvre Scenario with Sinusoidal

Disturbance

For this scenario, the disturbance could be introduced at any time, but in

order to isolate the time that the controller has to handle the joining vehicle

as well as all of its followers, the disturbance is only added when the joining

vehicle is close. The disturbance will cause the platoon leader to accelerate

and decelerate sinusoidally in the same fashion as the scenario without a

merging manoeuvre. The disturbance can be stopped at any time (i.e. it

does not have to last for the entire simulation to create meaningful results).

However, once the controller gives the joining vehicle the same spacing policy

as the other followers and the desired inter-vehicle spacing is the same as the

other platoon members, the behaviour of the platoon should be the same as

the scenario without a merging manoeuvre. Therefore, the disturbance can

be stopped shortly after the joining vehicle has become a platoon follower.

This scenario uses a platoon of size 8 with another vehicle that joins at

the back of the platoon to make a platoon of size 9. The platoon leader and

its initial 7 following vehicles begin the simulation in a fully formed platoon
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going at 100 km/h. After 6 seconds, a new vehicle spawns roughly 50 metres

from the end of the platoon travelling at 100 km/h. After a further 10

seconds, the new vehicle begins it merging manoeuvre, whereby it requests

permission from the platoon leader to join the platoon. After the platoon

leader acknowledges the joiner’s request and gives permission to begin the

manoeuvre, the joining vehicle moves into the same lane as the rest of the

platoon and begins to accelerate towards the back of the platoon. After the

joining vehicle gets close to the platoon it slows down to match the speed of

the platoon, in order to facilitate a safe joining manoeuvre. It is at this point,

when the joining vehicle is very close to the platoon that the disturbance will

be introduced into the platoon.

4.4 Join Manoeuvre Scenario with Full Brak-

ing Disturbance

This scenario uses the same formation geometry as the scenario above i.e., a

platoon of size 8 is travelling along a highway, and another vehicle joins the

platoon from the back. In the previous scenario, however, the disturbance

that was introduced to test the string stability of the controller existed for

an extended period of time, and then it could be turned off. This scenario

involves having the leader brake suddenly and come to a full halt. This

scenario may show different results, as the increased rate of deceleration may

cause the controller to expose unsafe behaviour.

The reason that the results may vary depending on the distance between

the platoon and the joiner when the disturbance begins is because of the

differing communication conditions for different inter-vehicle distances. If

the joining vehicle is close to its predecessor, the controller must send urgent

updates to the joiner to tell it to slow down. These urgent updates must be

received by the joiner, i.e. any significant packet loss experienced by those

urgent updates could have catastrophic effects. Possibly even resulting in a

crash. But if the joiner is far away, the controller’s updates are less likely

to cause a crash if they are lost across an unreliable network. However, the
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further away the joiner is from the leader and/or its predecessor (depending

on the IFT), the more likely it is to experience the adverse effects of the

unreliable network.

4.5 Controller Communication Error-handling

The goal of many of these simulations is to investigate the behaviour of con-

trollers when non-ideal communication conditions are present. When doing

this investigation, it is vital to understand the behaviour of the controllers

when a platooning message is not received. In a real-world scenario, the

vehicle may be required to fall back to a mode of operation that does not

require any V2V communications (e.g. ACC) in order to ensure the safety

of the vehicle and the platoon as a whole. It is important to ensure that the

behaviour of a given platoon controller is isolated to the expected behaviour

of that controller (e.g. a connected controller should be unable to function

normally in 100% packet loss rate). Therefore the behaviour of Plexe’s con-

trollers in the presence of 100% packet loss (i.e., no communications) will be

investigated. Because of this, some simple control simulations will be run to

investigate the behaviour of Plexe’s connected controllers when it does not

receive a message.

The first scenario used to investigate the behaviour of the controllers in-

volves using the full braking scenario (Section 4.2) and the packet loss rate

of the V2V network is set at 100% loss. This will test the behaviour of a

controller as no messages will travel from vehicle to vehicle to warn them of

the braking leading car. If the CACC controller used by the simulator man-

ages to stop behind the leading car rather than crashing into it, then there

is sufficient proof that the CACC controller falls back to a controller which

does not use V2V communications. However, if the platoon immediately

crashes into the back of the leading vehicle (without slowing down), then

there is sufficient evidence that when the CACC controller does not receive

any communications, it has no other mode of operation (i.e. the vehicle that

is being controlled will do whatever it was last told to do ad infinitum).

The simulator’s ACC controller will be used as a baseline comparison to
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the CACC controller, as the ACC controller never requires V2V communica-

tions to control the behaviour of the platoon (unless a new vehicle attempts

to join the platoon).

Figure 4.5.1: Packet loss rate 100% control experiment: inter-vehicle distance
w.r.t. time. a) ACC b) CACC

Figure 4.5.1 shows the inter-vehicle distance of the vehicles in the platoon

with respect to time. The ACC baseline shows the expected behaviour i.e.,

that a lack of all V2V communications did not affect the controller in its

ability to stop the followers from hitting the leader. The CACC model ends

early as a result of a crash between the platoon leader and its first follower.

This implies that the CACC controller has no fall-back for when communica-

tions are unavailable. This observation can be confirmed if the acceleration

which was calculated by the controller for the vehicle which crashed showed

no change until the crash occurred. If the controller acceleration showed any

change before the crash, then there must be a fall-back of some description,

as the controller would have no other way of informing the first follower to

brake other than V2V messages which have been eliminated.
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Figure 4.5.2: Packet loss rate 100% control experiment: controller accelera-
tion w.r.t. time. a) ACC b) CACC

Figure 4.5.2 shows that the controller did not calculate a change in the

acceleration of the vehicle that crashed. The sharp slope downwards in the

graph was only created at the point of impact. Therefore, it can be safely

concluded that when no communications are present, the CACC controller

that is used by this simulation environment has no fall-back controller. This

is an important result to understand, as it means that any behaviour that is

observed over the course of the experiments are purely a result of the con-

troller being tested and there is no other controller influencing the operation

of the platoon.

4.6 Experimental Procedure

The experimental procedure that will be followed for the collection of the

results during the simulations is broken down into several repeated steps.

Firstly, the scenarios which do not involve merging manoeuvres will run.

For each of these scenarios there are 3 non-ideal communication conditions
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(packet loss rate, background noise, and transmission power) which were ex-

plained in Section 3.1.1 and simple non-ideal actuation conditions explained

in Section 3.2. Each of the three platooning controllers - ACC, PATH CACC,

and Ploeg CACC - will be investigated using each of the non-ideal conditions.

The justification behind the selection of each of these controllers is outlined

in the preamble for Section 3.3. The investigation of each non-ideal condition

will begin by varying the condition over a wide range in order to locate the

range of values that may cause the non-ideal conditions to have an effect

on the platooning controllers. Observing the results of the wide range of

conditions will allow for a smaller range of values for the conditions to be

investigated. The boundary after which each non-ideal condition may cause

unsafe behaviour in each platooning controller can be located by interpreting

the results of the smaller range of values for the non-ideal condition being

investigated.

This complicated flow has been concisely explained using pseudocode in

Algorithm 1.

4.7 Summary

In conclusion, this chapter has detailed the 4 scenarios that will be used to

test the string stability of a platoon (sinusoidal disturbance for non-merging

and merging, and full-braking disturbance for non-merging and merging),

why those results are valid for comparison, and how the results will be col-

lected using the techniques already outlined.
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Algorithm 1 Experimental Method

for scenario of: non-merging scenario, merging scenario do
for condition of: packet loss rate, background noise, transmission

power, actuation delay do
for controller of: ACC, PATH CACC, Ploeg CACC do

Predict possible outcomes of wide range
for wide range of values for condition do

Initialise simulation using scenario, controller, value of con-
dition

Run simulation
Collect simulation results
Convert results into R data format

end for
Run plotting program to create graph of collected results
Compare predictions to results
Deduce small range from wide range of results
for small range of values for condition do

Initialise simulation using scenario, controller, value of con-
dition

Run simulation
Collect simulation results
Convert results into R data format

end for
Run plotting program to create graph of collected results
Discuss results at a low level

end for
end for

end for
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Chapter 5

Implementation

This chapter will explain some of the issues that were encountered over the

course of this project and how they were overcome. Section 5.1 will discuss

some of the difficulties encountered with setting up the simulation platforms

that were required to run experiments. Section 5.2 will explain the matter

of how some communication conditions had to be discarded from considera-

tion in this project. Section 5.3 will lay out the difficulties associated with

becoming familiar with all of the relevant nomenclature of a field of research

that someone has not encountered before. Section 5.4 will explain the issues

associated with interpreting the results of the experiments.

5.1 Simulation Platforms

In order to run the simulations for this project integrating the behaviour

of several state-of-the-art simulators was necessary. The platforms that were

needed were a basic traffic simulator (SUMO), a communication network sim-

ulator (OMNeT++), a platform to allow the traffic and networks to operate

with one another (Veins), and a platform to allow platooning operations to

be carried out (Plexe). As each of these simulation platforms are mostly used

for specialised research, they are complex and have many available features,

not all of which are well documented. The main simulation platform used in

this project, Plexe, operates by using different features from each of the other
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platforms and combining them in a complex manner. The field of platooning

research is relatively small when compared to all of the fields that make use

of the other platforms, as such, Plexe is somewhat underdeveloped simply

because it is not widely used. This combination of the fact that it is a highly

specialised platform, and it is not used by many researchers means that it is

poorly documented. This poor documentation is the cause of the following

issues.

The operation of OMNeT++, Veins, and SUMO are well established for

Windows operating systems. I was able to run every example scenario pro-

vided with each of those platforms on my own Windows machine. Installing

Plexe was not so easy. An error in communication between the SUMO app

and the Veins simulation caused all examples to crash immediately. I spent

several weeks investigating this problem. I still believe that the problem

may have been solvable, and probably related to different versions of Veins

existing on the same machine, or different versions of Python existing on the

same machine. The error message that was displayed said that “readChar()”

could not be defined. “ReadChar()” probably referred to a Python package

utilised by Veins to communicate with the SUMO app over local ports. I did

not figure out this issue.

A solution to this problem was presented to me: install a virtual machine

which uses the same operating system that someone who has experience

with Plexe is using. I attempted to follow this direction, but unfortunately

due to a break down in communications, I installed a different version of

Ubuntu (20.04) than had been recommended to me (Ubuntu 16.04). A similar

problem persisted with the new virtual machine; OMNeT++, SUMO, and

Veins all worked fine, but Plexe caused issues. I found a source online that

purported to have tested Plexe using Ubuntu versions 16.04, 18.04, and 20.04.

Each of these versions worked for that source, so I continued attempting to

solve the problem by changing the project dependencies to include more

packages. After much frustration, I finally decided to delete the Ubuntu

20.04 virtual machine that I had, and start from scratch with Ubuntu 16.04.

After I installed a virtual machine that ran on Ubuntu 16.04, I had Plexe

working in a matter of minutes. This was a satisfying resolution.
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Plexe has documentation [40], but the documentation is not comprehen-

sive, or even close to it. This means that many fringe issues require seeking

assistance in other places than the official documentation. It was a frustrat-

ingly common occurrence that Googling an issue would result in no search

results. Not having exhaustive documentation allowed for many minor delays

in the development of the simulations while I attempted to solve the issues

myself. The poor documentation was mitigated by reading the comments

in the source code, and asking for help from people more experienced with

Plexe than me.

5.2 Communication Conditions

For this project I investigated the effects packet loss rate, transmission power,

and background noise on several platoon controllers. Each of these conditions

causes a slightly different effect on the platoon, as discussed in Section 3.1.

One of the challenges of this project was finding variables that I could control

in the simulation environment that have an effect on communications and

that could conceivably happen. A control variable that I investigated for

a while was beaconing interval. This was an attempt to simulate packet

loss and packet delay simultaneously, but unfortunately the operation of

beaconing interval does not accurately represent how message delay would

occur. Beaconing interval is also a variable for the communication protocol

that on any network that makes use of beaconing. So if it can be varied, one

might think that it would be a valid variable to investigate. However, the

protocol that is used for all state-of-the-art V2V communications, DSRC,

and all protocols that make use of this have a beaconing interval of exactly

10 Hz [41]. This means that varying the beaconing interval would not be a

worthwhile area of study for the time being. If new protocols arise that make

use of different beaconing intervals, then it would be worth investigating the

effect that beaconing interval may have on communication quality. There is

emerging research that a beaconing interval of 10 Hz could lead to network

congestion in high traffic-density areas [42]. A new form of beaconing called

jerk beaconing has been proposed by Segata et. al which suggests beaconing
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that only operates when necessary rather than constant polling.

5.3 Jargon

One of the most difficult aspects of this project was learning to become

comfortable using the jargon in the Connected Autonomous Vehicle area of

research. There are many terms that have specific meanings in CAV research

that may mean completely different things in other contexts. One example

of this are the terms homogeneous and heterogeneous. These words are of-

ten meant to mean things that are well mixed and consistent (homogeneous)

and things that are not well mixed, and consist of different parts (heteroge-

neous). Specifically when it comes to CAVs heterogeneous can refer to two

definitions. The first definition of heterogeneous traffic is traffic that have

different modes of control. An example of heterogeneous traffic in this sense

would be traffic where there are some manually-driven vehicles and some

(connected) autonomous vehicles. The second definition of heterogeneous

traffic is traffic that have differing dynamics. Differing dynamics means dif-

ferent vehicle movement characteristics e.g., top speed, acceleration, braking.

Homogeneous means the opposite of both of these respective definitions in

the same way. These two phrases are just some of the examples of jargon that

must be learned well in order to be able to understand that state-of-the-art

literature.

This kind of jargon can lead to ambiguity when understanding research.

Another example of when a word has multiple meanings that are similar in

some ways but vitally different in others is the word “controller”. Controller

can simply be an implementation of a spacing policy that takes beaconing

messages into account. But a controller can also be the entire control infras-

tructure for a platoon. This definition not only includes the implementation

of the spacing policy, but also the implementation of the information flow

topology.
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5.4 Interpreting Results

There was no way to collect the ideal inter-vehicle distance from the simulator

during the simulations. As such, the usual method for calculating the pres-

ence of string stability, using inter-vehicle spacing error (the absolute value

of desired spacing minus actual spacing) was not possible over the course of

this project. This meant that a simple script for calculating the presence of

string stability was not possible. In place of using spacing error, a graphi-

cal approach was taken. This graphical approach involved representing the

inter-vehicle spacing of each predecessor-vehicle pair on a plot, and manually

examining the changes in spacing over the course of the simulation. Lacking

an objective method of calculating string stability means that despite my

best efforts to assess the safety conditions of any given simulated scenario,

some subjectivity is associated with the interpretation of the results. In order

to avoid this, any point where string unstabel behaviour, or unsafe behaviour

was observed, then valid reasoning was given as to why the behaviour was

unsafe.

5.5 Summary

This chapter laid out many of the issues that were encountered over the

course of the project, and how they were avoided or mitigated.

58



Chapter 6

Results

This chapter will display and demonstrate the results of the experiments con-

ducted over the course of this project. Section 6.2 will explain how the result

plots are structured, and how to read the plots. Section 6.2 will detail the

results for each non-ideal conditions in the non-merging scenarios. Section

6.3 will outline the results collected for each non-ideal condition for each of

the merging scenarios.

6.1 Reading result plots

The figures used to represent the results collected from the simulations can

be intimidating to look at for the first time. However, they all share common

features that are discussed throughout this chapter.

Figure 6.1.1 demonstrates a typical looking figure that will be seen over

the course of this chapter, but the key features have been numbered. The

following list explains what each of the numbers represent:

1 Denotes the y-axis label. This will often be representing inter-vehicle

distance in metres.

2 Denotes the x-axis label. This will always represent the amount of

simulation time elapsed in seconds.
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3 Denotes the first oscillation. The first oscillation will be referred to in

this chapter. For a sinusoidal disturbance, this means the trough of the

first sinusoidal acceleration that the leader undergoes.

4 Represents the controller and condition value pair. The name of the

controller being used, the non-ideal condition being tested, its value,

and units all appear here. These are often difficult to read, so the value

pairs are included in the caption of the figure.

5 The legend. The different colours in this box represent the position of

the vehicles in the platoon, and the colours of the lines that represent

their behaviour on the plot. It should be noted that the leader (ID 0)

does not appear on any of the inter-vehicle distance plots because it

does not have a predecessor.

Figure 6.1.1: An example plot whose key features are annotated
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6.2 Scenarios Without Merging Manoeuvres

The next section concerns non-ideal communication conditions and non-ideal

actuation conditions for scenarios that without merging manoeuvres. For

each of the non-ideal communication simulations, a boundary value should be

found, after which the string stability or safety of the platoon is compromised

as a result of the poor communications.

6.2.1 Packet Loss Rate

There are several ways to simulate non-ideal communication conditions over

a network, but one of the most simple and effective is to vary the packet

loss rate. As with almost all digital communications (that are not streams

of information), data must be divided into packets when being sent over a

network. An unreliable network can arise for many different reasons, but

the end effect will almost always appear as some form of packet loss, or

maybe packet delay. This is why varying the packet loss rate simulates non-

ideal communication conditions so well, it simulates many different kinds of

unreliable channels at once.

V2V communications for a platoon of vehicles can be vital for the safety

of all vehicles in the platoon. As shown by an earlier demonstration, if the

CACC controller being used in these simulations does not receive communi-

cations, it will simply carry on doing what it was last told to do. This means

that any adverse effects on performance observed during this experiment

could be very harmful if the same controller were used in real life without a

fall-back.

Control Experiment As a control for this experiment, the scenario will be

implemented using a controller which does not utilise V2V communications,

and therefore, should not behave differently for each of the different simulated

values for packet loss.
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Figure 6.2.1: Varying packet loss rate for ACC controller: inter-vehicle dis-
tance w.r.t. time. a) pLoss=0 b) pLoss=0.5 c) pLoss=1

As demonstrated by Figure 6.2.1, the ACC controller neither improves

nor dis-improves as the amount of packet loss experienced by the platoon’s

V2V network varies. This shows that the ACC controller can be thought of

as a valid fall-back solution if the network becomes unreliable. This figure

also demonstrates that inter-vehicle distance grows as the simulation time

increases, and the inter-vehicle distance for vehicles far back in the platoon

experience greater amplification than vehicles close to the leader. These are

sufficient conditions to conclude that the ACC controller is not string stable.

Having a fall-back controller for situations where the network fails is vital,

but using that fall-back for other situations is undesirable if the fall-back is

not string stable. This stems from the fact that the ACC controller must use

a constant time headway as there is no communication to facilitate varying

the headway for all vehicles as would be needed to implement a variable time

headway.

CACC Controller This scenario can be used to evaluate the response of

the CACC controller to variable packet loss. A broad range of values for
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packet loss will be used initially. The range of packet loss being investigated

will narrow as the results are interpreted. The ideal value for packet loss rate

(zero) is displayed in the wider range of results.

Figure A.1.1 shows that for ideal communications, the platoon behaves

predictably in an organised fashion. At 15% packet loss the platoon begins

to behave erratically, but the plot shows that the controller is still able to

behave in a string stable fashion because the values for inter-vehicle distance

trend downwards along the platoon. There are some exceptions, namely

the 4th follower in the platoon begins to separate from the vehicles in front

of it from roughly 45 seconds in the simulation. At 30% packet loss the

platoon moves quite erratically. The plot shows that the first follower comes

very close to colliding into the platoon leader. The disturbances do not

appear to amplify as they propagate down the platoon, but the behaviour

is clearly not safe because of the near-miss between the leader and the first

follower. At 45% packet loss, the simulation ended early as a result of the

first follower crashing into the back of the platoon leader. This behaviour

is extremely unsafe. It is worth noting that although the controller was

not able to prevent a crash in this situation, the platoon still appears to

most;y behave in a string stable manner. The inter-vehicle distance does

keep trending downwards (attenuating) along the platoon, even in the most

erratic cases. This demonstrates that it is not only string stability that can

play a role in the safety of a platoon.

From this, it can be deduced that if the packet loss rate of a system

using the CACC controller tested here exceeds 30% it can be thought of

as an unsafe system. If the packet loss rate exceeds 45% then the system is

extremely unsafe, and a communication-less fall-back should be implemented.

However, the behaviour at 15% is not unsafe enough to deem it completely

necessary to use the fall-back system. As such, further investigation will be

done on a range of values from 15% to 30%.
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Figure 6.2.2: Varying packet loss rate for CACC controller over a small range:
inter-vehicle distance w.r.t. time. a) pLoss=0.15 b) pLoss=0.2 c) pLoss=0.25
d) pLoss=0.3

From Figure 6.2.2 it is clear to see that the changes in behaviour between

each packet loss rate is quite small, but the biggest contrast between each

scenario is the minimum distance between the platoon leader and the first

follower. For a 30% packet loss rate, the first follower gets within 50 centime-

tres of the platoon leader, but for 20% and 25% the first follower only gets

within 3 metres and 2.5 metres (respectively) of the platoon leader. This

shows that the system, when experiencing 25% packet loss is much more safe

than the system when it is experiencing 30% packet loss. It is worth noting

again that the system never shows strong evidence of a consistent lack of

string stability, but it simply behaves erratically and in an unsafe manner.

In conclusion, if the network that this system uses ever experiences a packet

loss rate greater than 25%, then a communication-less fall-back should be

used.

Ploeg Controller Here, the Ploeg CACC controller will be tested against

a wide range of values for packet loss rate to determine when the controller
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begins to act in an unsafe manner.

Figure A.1.2 demonstrates the performance of the Ploeg CACC controller

across a wide range of values for packet loss rate. For no packet loss (0%

packet loss), the controller demonstrates very clearly that it can behave in

a string stable fashion for ideal conditions. It is clear to see that the inter-

vehicle distance of each vehicle decreases along the platoon for every oscil-

lation of the disturbance. It is a very good plot to visually demonstrate the

definition of string stability. At 25% packet loss rate, the controller demon-

strates very similar string stable behaviour when compared to the ideal con-

dition, however, some erratic movement is also present. This is not enough

to consider to the controller completely unsafe, but it must be noted. At

50% packet loss, the controller begins to behave in a much less string sta-

ble manner. This can be observed at the peak of the first oscillation in its

plot. Each of the vehicles in the platoon’s inter-vehicle distance reach almost

exactly the same amplitude. This demonstrates that the disturbance is no

longer strictly being attenuated. Instead, it seems to even out. This may

be considered the edge of where string stability is possible for the controller,

but further investigation is required. At 75%, the controller behaves both

erratically and in a string unstable manner. For such a high rate of packet

loss, it is expected that the operation begins to break down at this point.

The operation of the platoon at 100% packet loss is also shown here. This

is to demonstrate (again) that without a fall-back controller, failures in the

network can cause a complete breakdown in the operation of the platoon.
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Figure 6.2.3: Varying packet loss rate for Ploeg controller over a small range:
inter-vehicle distance w.r.t. time. a) pLoss=0.45 b) pLoss=0.5 c) pLoss=0.55
d) pLoss=0.6

Figure 6.2.3 demonstrates the boundary of where the Ploeg CACC con-

troller becomes string unstable. It can easily be observed that for 45% packet

loss, at the peak of the first oscillation in this plot, the first follower’s inter-

vehicle distance is the greatest. The distances attenuate along the platoon,

but only slightly. This shows that the platoon behaves in a string stable

fashion for this amount of packet loss, but it will not remain string sta-

ble much longer. The performance of the controller at 50% was discussed

above. At 55% the first oscillation shows that the distances neither atten-

uate nor amplify along the platoon, they stay constant. This behaviour is

not repeated for the later oscillations. For some of the later oscillations, the

platoon does appear to behave in a string stable fashion, whereby the inter-

vehicle distances attenuate (e.g., the oscillation @ ˜12 seconds in), but for

other oscillations, the distances can greatly amplify (e.g., @ ˜42 seconds). At

60% packet loss, the system begins to behave quite erratically. But because

the margin for safety applied in this implementation of the Ploeg controller

is much higher than the margin of safety implemented in the previous CACC
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controller, the erratic behaviours do not result in a crash. Increasing the

margin of safety decreases the throughput of the controller, as the vehicles

travel farther apart from one another but it increases the robustness of the

controller with regards to network losses.

In conclusion, this controller is able to reliably implement string stable

behaviour in its platoon until a packet loss rate of roughly 50%. Any packet

loss rate greater than 50% is likely cause string unstable behaviour; erratic

behaviour can be expected as well. However, at 50% packet loss rate, the

erratic behaviour which is observed is unlikely to raise any major safety

concerns.

6.2.2 Background Noise

A factor which may have to be taken into account for real-world scenarios

is the background noise of the network environment. If a wireless message

is being sent across a noisy environment, the data in the message can easily

become garbled or possibly even attenuated completely before the receiver

reads the message. This could be a real-world cause of packet loss. It is

important to note that in order for a message to be lost over the distances

concerned for this scenario (propagation distances in the order of tens of

metres), the background noise may have to be significant. Investigating

the amount of background noise needed to cause packet loss to occur may

yield results that show that the background noise needed is much higher

than is possible to come across in real-world scenarios. However, there is

the possibility that the background noise could be intentionally raised in an

attempt to jam platooning signals as part of a network attack on the platoon.
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Figure 6.2.4: Control background noise of -95 dBm: inter-vehicle distance
w.r.t. time. a) ACC b) PATH c) Ploeg

Figure 6.2.4 demonstrates the behaviour of each of the chosen controllers

for the ideal condition when the background noise power is -95 dBm.

ACC - Control Experiment For the control of this experiment, the sce-

nario is implemented using the ACC controller, because this controller should

not be affected by poor communications.
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Figure 6.2.5: Varying background noise: inter-vehicle distance w.r.t. time.
a) noise=-35 dBm b) noise=-65 dBm c) noise=-95 dBm

As expected, Figure 6.2.5 shows that the background noise of the scenario

does not affect the performance of the ACC controller.

CACC controller The CACC controller has a small margin of safety, so

it uses a relatively small inter-vehicle distance for the spacing policy. The

effect of background noise on a transmission is proportional to the distance

the transmission travels across the network. This suggests that the controller

will stay string stable for most scenarios, and it will likely behave dangerously

erratic before it behaves in a string unstable way.

Figure A.1.3 shows that there is no change in the operation of the platoon

using the CACC controller for values of background noise power between -95

dBm and -80 dBm. This is likely because background noise power is not

a linear scale. The difference between an amount of background noise that

has no impact on communications and background noise that has a large

impact on communications could be tiny. This is could explain why for the

plot of background noise power at -65 dBm suddenly the platoon is entirely

unable to function. The two intervals between the plots are identical, but
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the changes in result are massive. This suggests that finding the boundary

of background noise that causes the platoon to become string unstable may

be difficult.

Figure 6.2.6: Varying background noise for the CACC controller: inter-
vehicle distance w.r.t. time. a) noise=-69.5 dBm b) noise=-70 dBm c)
noise=-71 dBm

Figure 6.2.6 confirms the prediction that finding the range over which the

platoon begins to behave unreliably is difficult. The plot which demonstrates

the smallest amount of background noise power is the plot of -71 dBm. This

plot demonstrates that most of the platoon behaves completely normally for

the entire duration of the simulation, but the final vehicle in the platoon

strayed a small bit farther from the rest of the platoon at roughly 45 seconds

into the simulation. This one case where the vehicle strays too far from the

platoon to reliably receive platooning communications most likely occurred

because of a lost message (or messages) due to the background noise. The

plot which demonstrates the behaviour of the platoon at -70 dBm shows very

similar features to the scenario with slightly less noise. This is because, all

of the platoon behaves normally, apart from the final vehicle in the platoon

which splits from the rest of the platoon (because a message was lost to the
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background noise), and then can never recover to get back to the group. The

rest of the platoon behaves completely normally. For the next scenario, the

amount of background noise power was only reduced to -69.5 dBm. This

is a very small adjustment to the amount of noise in the network, but the

effect it has on the performance of the platoon is massive. The final vehicle

in the platoon splits off from the rest of the platoon earlier than in any

of the other scenarios. The vehicle which splits off (the “splitter”) and the

platoon leader both still believe that the splitter is part of the platoon, but in

fact it is not receiving correct platoon information due to packet loss caused

by the background noise. This means that the leader does not adjust the

platooning messages which it is sending to the splitter. The splitter continues

to attempt to implement the acceleration that is given to it by the controller.

This results in the splitter performing whichever accelerations ‘get through’

to the vehicle, and nothing else. The splitter gets within 2 metres of its

preceding vehicle which is extremely unsafe behaviour.

These plots demonstrate another example whereby the safety of the pla-

toon is not being called into question by a lack of string stability, but simply

by erratic movements. There was no evidence that there exists a point where

the simulation worked without crashing and the platoon was behaving in a

string unstable manner. Another platooning characteristic which comes into

play to explain the result that is being observed here is the IFT that is

being used by the Plexe CACC controller. This controller uses the leader-

predecessor following IFT. This suggests that the final vehicle in the platoon

was the only vehicle struggling from the communication conditions because it

was simply too far from the platoon leader to reliably receive the platooning

information that it needed in order to function normally. This exposes a flaw

in the way that the information flow was implemented for this controller.

The controller should be able to identify that messages from the leader to

the vehicle are being lost, and therefore the vehicle’s predecessor should be

used to transmit platooning commands to the vehicle which is experiencing

the message loss.
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Ploeg Controller The Ploeg CACC controller uses a mid-range sized

inter-vehicle distance for its spacing policy, it uses a predecessor-following

IFT which means that the issue observed with the previous CACC controller

(whereby the communications from the leader were lost) should not be re-

peated. This suggests that the controller should be quite sturdy across a wide

range of values for background noise power. This controller should present

itself as being able to remain string stable for a long time. It should not

appear to behave erratically until it has already appeared to behave in a

string unstable manner.

Figure A.1.4 demonstrates that the Ploeg CACC controller is more ro-

bust than the PATH CACC controller. It offers no evidence as to what the

boundary of operation for this controller is. It shows that the controller per-

forms exactly the same for all values of background noise power which were

tested. Its performance is also noteworthy for its complete string stability

throughout the simulation.

Figure 6.2.7: Varying background noise for the Ploeg controller: inter-vehicle
distance w.r.t. time. a) noise=-60 dBm b) noise=-60.1 dBm c) noise=-60.2
dBm d) noise=-60.3 dBm
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Figure 6.2.7 shows similar behaviour to the PATH CACC controller with

respect to the fact that very small changes in the background noise power

can have massive effects on the operation of the controller. The range tested

in this figure is less than 0.5 dBm. The huge difference in behaviours across

these small changes in the noise power shows how dangerous the background

noise can be if it is never detected. The plot which demonstrates the opera-

tion of the platoon at -60 dBm finishes early because the simulation resulted

in a crash. This crash was between the final vehicle in the platoon and its

predecessor. Before the crash occurred there was only one oscillation, and

it demonstrated good string instability. It can easily be seen from the first

oscillation that the inter-vehicle distance amplified along the platoon. The

trough following the crest which demonstrated string instability resulted in a

crash because of further string instability. The disturbance was consistently

amplified. At -60.1 dBm of background noise power, the platoon showed

very similar behaviour to the first plot, but it narrowly avoided the crash

between the final vehicle in the platoon and its predecessor. After it was

able to avoid the crash, it settled back to a state where it didn’t experience

that kind of behaviour again. When the platoon settled into the state, it

behaved in a somewhat string stable manner. It cannot be considered com-

pletely string stable because there were points in the simulation (e.g., @ 55

seconds) where vehicles far back in the platoon were experiencing oscillation

amplitudes greater than the first follower. However, on average, the inter

vehicle distance trended slightly downward along the platoon for each oscil-

lation. Those two reasons are why, at -60.1 dBm, it cannot be considered

completely string stable but it is somewhat string stable. At -60.2 dBm, the

first oscillation showed string unstable behaviour, and up until roughly 35

seconds in the simulation, the platoon behaved very erratically. But after 35

seconds, the platoon behaved in a string stable manner. The fact that this

scenario demonstrated both string stability and string instability shows that

this is roughly the boundary of where the platoon can behave with string sta-

ble characteristics when exposed to high amounts of background noise. The

plot which describes the platoon at -60.3 dBm shows very similar behaviour

to the previous simulation, except for one aspect. The two simulations differ
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in their performance at the first oscillation, the previous simulation showed

amplification in the inter-vehicle distances, but this simulation shows atten-

uation at the first oscillation. It behaves somewhat erratically, but mostly

string stable until roughly 35 seconds into the simulation, after which it

behaves entirely string stable for the remainder of the simulation.

6.2.3 Transmission Power

In real-world situations, the quality of hardware can degrade over time, or

even be intentionally tampered with. One possible manifestation of this

degradation in quality could be a large decrease in the amount of power that

the communication unit on board the vehicle is able to produce. A drop in

transmission power could have a large effect on a CAV’s ability to remain

part of a platoon.

Figure 6.2.8: Varying transmission power: inter-vehicle distance w.r.t. time.
a) ACC b) CACC c) Ploeg

Figure 6.2.8 demonstrates the operation of each of the controllers in the

ideal conditions for transmission power (100mW).
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ACC - Control Experiment For the control of this experiment, the sce-

nario is implemented using the ACC controller for the same reason as the

other communication conditions: it does not use V2V communications.

Figure 6.2.9: Varying transmission power: inter-vehicle distance w.r.t. time.
a) txPower=0 mW b) txPower=100 mW

As expected, Figure 6.2.9 shows that the transmission power of the sce-

nario does not affect the performance of the ACC controller.

CACC Controller The fact that PATH’s CACC controller uses a spac-

ing policy that optimises road throughput means that the vehicles will all

be very close to one another. This is very beneficial for the case where the

transmission power of the on-board communications unit is producing much

less power for transmissions than expected. This controller also implements

a leader-predecessor following information flow topology. This flow topology

has already been observed to behave in a string stable fashion for most of

the platoon, but because platooning information from the leader is required,

in some cases, the vehicles that are farthest from the leader can lose commu-

nication with the leader and simply split away from the platoon. It is very
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likely that the controller will fail before it shows any kind of string instability.

Figure 6.2.10: Varying transmission power for the CACC controller: inter-
vehicle distance w.r.t. time. a) txPower=0.25 mW b) txPower=0.3 mW c)
txPower=0.4 mW

It can be seen in Figure 6.2.10 that the predictions about the performance

of the CACC controller for this scenario were correct. At 0.4 mW, the final

follower in the platoon behaved normally until roughly 45 seconds into the

simulation, at which point, it must have begun to experience packet loss in the

platooning messages from the platoon leader. It started behaving erratically,

and never recovered from the failure. The rest of the platoon stayed string

stable for the duration of the simulation. At 0.3 mW, the behaviour that

was observed in the previous scenario was seen again, but the disturbance

that caused the final follower to split from the platoon occurred much earlier

in the simulation. It should also be noted that the second-to-final follower

also experienced a disturbance that caused it to stray from the string stable

behaviour of the rest of the platoon, however, it was able to recover from the

disturbance and complete the rest of the simulation as would be expected in

ideal communication conditions. At 0.25 mW, the final follower immediately
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got separated from the rest of the platoon, and it never appeared to receive

any platooning messages at all. The rest of the operation of the platoon

cannot be seen on this plot, but it behaved as expected in a string stable

manner throughout the simulation, except for a small disturbance that was

observed in the second-to-final follower.

Ploeg Controller The Ploeg CACC controller uses a medium sized margin

of safety and a information flow topology that lends itself well to adapting to

adverse communication conditions. This is because the predecessor-following

IFT only relies on reliable communication over the distance from one vehicle

to its immediate predecessor, and as mentioned earlier, the medium-sized

margin of safety means that the messages should only need to travel a max-

imum distance of roughly 20 metres.

Figure A.1.5 does not provide much information about the operation of

the controller. This is because the amount of transmission power that was

available to the vehicles in the platoon was very small for the PATH CACC

controller, and the prediction is that this controller will be better equipped

to handle a lack of transmission power. An investigation over a smaller range

of values for the transmission power could be far more telling.
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Figure 6.2.11: Varying transmission power for the Ploeg controller: inter-
vehicle distance w.r.t. time. a) txPower=0.033 mW b) txPower=0.034 mW
c) txPower=0.035 mW d) txPower=0.037 mW

Figure 6.2.11 shows that the predictions were correct, the controller was

able to behave in a string stable fashion even for tiny values of transmission

power. At the beginning of the simulation which shows the platoon each with

a transmission power of 0.037 mW (Figure 6.2.11 d)), the platoon seems to

behave with string stability. However, after roughly 18 seconds, the first fol-

lower begins to behave erratically and continues to behave erratically for the

rest of the simulation. All of the other vehicles in the platoon behave with

string stability for the duration of the simulation. At 0.035 mW, the be-

haviour that was observed for the previous simulation is observed again, but

more pronounced. That is to say, that the first follower behaved erratically,

but it behaved slightly more erratically that the previous simulation, and this

had a knock-on effect on the rest of the platoon at certain points. At roughly

10 seconds into the simulation, the first follower decelerates quickly and the

amplitude of the disturbance that was experienced by the other followers in

the platoon was greater than that of the first follower, and the amplitude of

the disturbance did not attenuate as it propagated down the platoon. The
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final follower also experienced a disturbance that caused it to behave unex-

pectedly for the first portion of the simulation, but it was quickly able to

recover. Apart from the first disturbance, the rest of the platoon behaved

with string stability. At 0.034 mW, similar behaviour is observed again.

The first follower behaves erratically, and the final follower behaves errati-

cally at the beginning, but recovers relatively quickly. However, because the

first follower behaved so erratically, the rest of the platoon experienced some

difficulty when trying to implement string stability. At several points(e.g.,

roughly 30 seconds and 35 seconds into the simulation) the amplitude of the

disturbance is not attenuated along the platoon and therefore, the behaviour

of the platoon is not string stable. At 0.033 mW, the simulation ended earlier

than expected because the final follower crashed into the back of its prede-

cessor. The only behaviour that can be seen in this simulation is very string

unstable behaviour. The amplitude of the disturbances are greatly amplified

along the platoon, which is what leads to the crash.

6.2.4 Actuator Delay

Actuator delay is a delay which is caused by the physical characteristics of

how vehicles operate. An actuator which causes a vehicle to accelerate or

decelerate (in normal conditions) takes 0.5s to fully activate. It is possible

for the actuator delay to be greater or lesser, depending on the vehicle’s

manufacturing, and possibly even the age of the vehicle. Varying this delay

effectively delays the responsiveness of the vehicles to the desired input cal-

culated by the controller. Investigating the effect that actuator delay has on

the operation of the sinusoidal scenario may give insight into the effect that

actuator delay has on responsiveness.
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Figure 6.2.12: Varying actuator delay for CACC controller: inter-vehicle
distance w.r.t. time. a) delay=0s b) delay=0.5s c) delay=1s d) delay=2s

Figure 6.2.12 displays interesting results. It can be observed that the

amplitude of the inter-vehicle distance correlates almost directly with the

actuator delay. Simulations which were run with longer than average actua-

tor delay show smooth acceleration and deceleration. This is very different in

contrast with the ideal simulation which included no actuator delay. having

no actuator delay showed a greater amplitude in the difference of inter-vehicle

distances due to the increased responsiveness. In fact, having greater actua-

tor delay seems to give a more comfortable experience for the passenger in a

vehicle. This result seems counter-intuitive, as such, investigating actuator

delay for a scenario where the lead vehicle suddenly comes to a full stop may

show the effects of actuator delay more clearly.
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Figure 6.2.13: Varying actuator delay: inter-vehicle distance w.r.t. time a)
ACC delay=0.5s b) ACC delay=2s c) CACC delay=0.5s d) CACC delay=2s

Figure 6.2.15 demonstrates that the ACC controller is more easily affected

adversely by long actuation delays than the PATH CACC controller.

ACC Controller This controller has been used as an example of a con-

troller that does not use V2V communications in order to organise the for-

mation of a platoon for the other conditions. However, when measuring the

effects of actuator delay on the performance of vehicles in a platoon, this

controller is no longer the “control”, as its platooning performance is not

independent from the actuator delay that the platoon experiences as it was

for the communication conditions. As displayed in the preamble for this

section, the behaviour of a platoon in non-ideal actuation conditions can be

difficult to predict. Because this kind of controller implements a constant

time headway, it will be very easily affected by poor actuation delay.
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Figure 6.2.14: Varying actuator delay for the ACC controller: inter-vehicle
distance w.r.t. time. a) delay=0s b) delay=0.5s c) delay=1s d) delay=2s

Figure 6.2.14 shows the behaviour of the platoon using the ACC con-

troller for 4 different actuation conditions, and the behaviour of the platoon

is drastically different for each of the conditions. This demonstrates the only

prediction about the ACC controller, that it would not have consistent per-

formance across all conditions. For an actuation delay of zero seconds, the

ACC controller was able to display string stable behaviour. This is a result

that has not been observed for the ACC controller so far in this project. For

the plot the shows the platoon which experiences 0.5 seconds of actuation

delay (this is the delay that is considered standard conditions of operation),

the non-string stable behaviour that had been seen in the ACC controller

is seen again. At an actuation delay of 1 second, the platoon behaved very

erratically for the first oscillation of the platoon and displayed strong string

unstable behaviour. The platoon managed to recover from the disturbance

experienced by the final follower in the platoon, but it is no certainty that be-

haviour like that would not be repeated. At an actuation delay of 2 seconds,

the platoon experienced a crash less than 20 seconds into the simulation.

The crash resulted from an extremely unstable first oscillation, that caused
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the final two followers in the platoon to brake drastically but too late, and

then collide.

It is clear that this controller is profoundly affected by the amount of

actuation delay experienced by the vehicles in the platoon it is controlling.

This could be an extremely useful result. As demonstrated by the previous

sections, which dealt with non-ideal communication conditions, each of the

adverse conditions could be mitigated by falling back to the communication-

less ACC controller. As such, controllers which do not use V2V communica-

tions to form their platoons should be well understood, and they should be

given every chance to be optimised. The goal of optimising communication-

less controllers is that for real-world implementations, CAVs have extremely

robust back ups. In this case, optimisation would mean finding a way to

minimise the actuator delay of a CAV for its entire life-cycle. Minimising the

actuation delay for all vehicles that would implement this controller could

lead to drastic performance improvements, because as shown in Figure 6.2.14

having close to no actuation delay allows for string stable behaviour to be

implemented.

CACC Controller Figure 6.2.12 displays the ability of PATH California’s

CACC controller to stay string stable across a wide range of values for actu-

ator delay during a sinusoidal disturbance. The issues that were seen with

the ACC controller are not repeated for the connected controller. As such,

further investigation should be performed for the effect that a full-braking

disturbance would have on a platoon controlled by the PATH CACC con-

troller.
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Figure 6.2.15: Varying actuator delay for the CACC controller for a full-
braking disturbance: inter-vehicle distance w.r.t. time. a) delay=0s b) de-
lay=0.5s c) delay=1s d) delay=2s

All of the plots in Figure 6.2.15 show that the inter-vehicle distance is

amplifying along the platoon, so the platoon appears to present string unsta-

ble behaviour. However, for a full-braking disturbance, the vehicles come to

a complete stop at the end, so the inter-vehicle distance is not the factor that

is used to measure string stability. The rate of change of the inter-vehicle

distance is the value that should be attenuated to display string stable be-

haviour. The plot shows that the first follower has to brake the hardest for

the longest amount of time, and as the disturbance propagates down the

platoon, each vehicle has to brake less and less.

Ploeg Controller The Ploeg CACC controller has a larger margin of

safety than the PATH CACC controller, so the results that were observed

when varying the actuator delay for the PATH controller should be observed

again for the Ploeg controller. That is to say, the controller should be able

to handle extreme values of actuator delay without causing a loss of string

stability.

84



Figure 6.2.16: Varying actuator delay for the Ploeg controller: inter-vehicle
distance w.r.t. time. a) delay=0s b) delay=0.5s c) delay=1s d) delay=2s

Figure 6.2.16 confirms the predicted behaviour. The controller remains

string stable for all actuation conditions. It only strays from the ideal be-

haviour as the actuator delays get very long, and even when it strays from

the ideal behaviour, the controller is able to recover from the disturbance

and remain string stable.
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Figure 6.2.17: Varying actuator delay for the Ploeg controller for a full-
braking disturbance: inter-vehicle distance w.r.t. time. a) delay=0s b) de-
lay=0.5s c) delay=1s d) delay=2s

Yet again, further investigation was performed by testing the controller

against a full-braking disturbance. The results are displayed in Figure 6.2.17.

As expected, the controller is relatively unaffected by long actuator delays,

no major incidents occur as the actuator delay grows.

6.2.5 Non-Merging Results Summary

For each of the combinations of platooning controllers and non-ideal condi-

tions (where applicable), some value was found that represented the bound-

ary between safe behaviour and unsafe behaviour. Table 6.1 summarises each

of these values.
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Table 6.1: Summary of results for all controllers in all conditions for non-
merging scenarios

Controller Packet loss
rate

Background
noise

Transmission
power

Actuation
Delay

ACC N/A N/A N/A 0.5 s
PATH CACC 25% -71 dBm 0.4 mW N/A
Ploeg CACC 50% -60.3 dBm 0.037 mW N/A

6.3 Scenarios With Merging Manoeuvres

The next section concerns non-ideal communication conditions and non-ideal

actuation conditions for scenarios that have merging manoeuvres. These sce-

narios differ from the previous set of scenarios because V2V communications

are always required in order to implement a merging manoeuvre. The joining

vehicle must query the platoon leader for information about the status of the

platoon to check if the joiner is allowed to join. If the joiner is allowed to

join, then the platoon leader will tell the joiner to accelerate in order to catch

up with the platoon. The leader will poll the joiner to discern its distance

from the back of the platoon. Once the joiner is close to the ideal spacing

dictated by the controller, then the leader will tell the joiner to slow to near

the speed of the platoon in order to ensure that the joiner can merge with

the platoon smoothly. The biggest difference between these scenarios and

the scenarios without merging manoeuvres is that network messages have to

be sent over a much longer distance in order for the joiner and the platoon

leader to communicate. Therefore, any issues with performance that were

observed due to a lack of communications between the leader and any of the

preceding vehicles should be observed for these scenarios in a more extreme

fashion.

For each of the non-ideal communications situations, there should be

two boundaries of limitations. The first boundary should occur whenever

the joiner’s first join request or the leader’s acknowledgement to the joiner’s

request are lost over the network (as these are the longest range network
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messages). This kind of message loss should have little or no effect on the

rest of the platoon, so if string stability was expected from the platoon,

then the platoon should remain string stable. The second boundary should

occur when the string stability or safety of the platoon is compromised as

a result of the non-ideal communication conditions. However, the second

boundary should be the same as the boundaries that were discussed in the

scenarios without merging manoeuvres. This is because, if intra-platoon

communications have broken down then there is a strong likelihood the the

joiner’s message will also be lost, and therefore the scenario should essentially

be the same as the scenario without the merge.

6.3.1 Packet Loss Rate

As with the previous section which dealt with packet loss rate, the packet loss

rate will be varied across multiple scenarios to investigate the performance

of several controllers for non-ideal communications.

Control Experiment As mentioned in the preamble for this section, com-

munications are required for these scenarios. As such, the controller which

does not use V2V communications should experience faults once the packet

loss rate is increased, because the platooning information will not be provided

to the joiner. However, only a few messages need to be sent from the joiner

to the leader in order to give a successful merging manoeuvre. As such, this

controller should be able to withstand high rates of packet loss.
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Figure 6.3.1: Varying packet loss rate for ACC controller: inter-vehicle dis-
tance w.r.t. time. a) pLoss=0 b) pLoss=0.8 c) pLoss=0.85

Figure 6.3.1 demonstrates that when the packet loss is less than 80%, the

platoon behaves normally. But when the packet loss rate is increased to 85%,

and therefore the joining messages are lost, the platoon behaves normally,

but the joiner never joins the same lane as the rest of the platoon. When

there is no vehicle in front of another vehicle, the inter-vehicle distance is

recorded as -1 metres, this explains why the joiner’s distance is -1 metres for

the plot with packet loss at 85%.

CACC Controller In Section ?? the CACC controller was observed to

act erratically before it lost its string stability. The controller began acting

erratically at roughly 25-30%. The effects of packet loss on this scenario

should be roughly the same, as the joiner will not be affected by a relatively

low packet loss rate. But the packet loss rate that will affect the joiner is yet

to be investigated for this controller.
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Figure 6.3.2: Varying packet loss rate for CACC controller: inter-vehicle
distance w.r.t. time. a) pLoss=0.1 b) pLoss=0.2 c) pLoss=0.3 d) pLoss=0.4

Figure 6.3.2 confirms the predicted observations. The joiner was not af-

fected by the small packet loss rates, so it joined the platoon in all of the

conditions described in those plots. The platoon was not able to demonstrate

string stable behaviour for small values of packet loss. A lack of string sta-

bility is not the main issue with this controller. The controller begins to act

erratically far before it demonstrates predictable string unstable behaviour.

This erratic behaviour is extremely similar to the behaviour observed in Fig-

ure 6.2.2.

It can reasonably be concluded that any adverse communications condi-

tions that affect the PATH CACC controller would affect the regular func-

tioning of the platoon before it would affect the function of a merge manoeu-

vre because it is quite vulnerable to packet loss.

Ploeg Controller As shown in Section ??, the Ploeg CACC controller is

able to behave with string stability up until roughly 50% packet loss. After

that point the controller no longer shows strict string stability, but the inter-

vehicle distances trend downwards. It would be expected for these scenarios
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to show the same behaviour.

Figure A.2.1 shows that the merge manoeuvre happens successfully when

the packet loss rate is less than 90%. The scenario where packet loss rate is

90% shows that for this level of packet loss rate, the controller behaves very

unstably and unsafely. It is not possible to determine if their is string stability

present because the plots are too “zoomed out”. Further investigation will

be performed between the values already observed.

Figure 6.3.3: Varying packet loss rate for Ploeg controller: inter-vehicle dis-
tance w.r.t. time. a) pLoss=0.75 b) pLoss=0.8 c) pLoss=0.85 d) pLoss=0.9

Figure 6.3.3 demonstrates that the merging manoeuvre is successfully

executed at 85% packet loss, but not 90% packet loss. This shows that the

merging manoeuvre is not easily affected by packet loss rate. The figure

also shows that at 75%, the controller acts in a string stable manner for the

first oscillation, but as the simulation continues the stability of the behaviour

degrades. The platoon acts in a string unstable fashion, but the amplitude of

the disturbance is not large enough to cause very unsafe behaviour. At 80%

packet loss the controller does not display string stable behaviour for any

oscillations. This suggests that the boundary for packet loss rate is between
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75% and 80%. At 85% packet loss, the controller behaves in a very unstable

manner and it shows unsafe behaviour.

6.3.2 Background Noise

Background noise affects communications, and its effect on communications

scales with distance between the two nodes that are communicating. As such,

many of the effects that were observed in Section 6.2.2 may be repeated here,

but before those effects are repeated, the communication between the platoon

leader and the joiner will be affected.

Control Experiment The ACC controller does not use any communica-

tions to form platoons. This experiment could be used to identify the range

of values for background noise that may affect the communication between

the joiner and the platoon leader. The range that of values for background

noise that are discovered in this experiment may not be the same values for

all platoon formations. This is because the distance between the joiner and

the platoon leader at the beginning of a simulation (specifically, when the

joiner attempts to send the join request to the leader) can vary depending

on the spacing policy put in place by the controller.

92



Figure 6.3.4: Varying background noise for ACC controller: inter-vehicle
distance w.r.t. time. a) noise=-77.5 dBm b) noise=-78 dBm c) noise=-95
dBm

Figure 6.3.4 demonstrates the operation of the ACC controlled platoon for

expected conditions of background noise power (-95 dBm). It also demon-

strates the boundary of operation for communications between the joiner

and the leader for the ACC controller. The boundary that can be seen is

somewhere between -78 dBm and -77.5 dBm.

CACC Controller This controller has been shown to perform well in ad-

verse communication conditions as a result of the fact that the vehicles travel

close together. This controller should not display any string unstable be-

haviour before it begins to act unsafely. This controller should experience

a similar boundary of operation for communications between the joiner and

the leader to the ACC controller.

Figure A.2.2 shows that the CACC controller is able to form the platoon

for values of background noise that are very close to the predicted boundary.

It also shows that for background noise of -65 dBm the joiner is unable to

join and other inter-vehicle communications can are effected. This comes as
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no surprise, because even for the scenarios that did not include a merging

manoeuvre, the CACC controller began to behave unsafely at roughly -71

dBm.

Figure 6.3.5: Varying background noise for CACC controller: inter-vehicle
distance w.r.t. time. a) noise=-67 dBm b) noise=-69 dBm c) noise=-71 dBm
d) noise=-76 dBm

All of the plots shown in Figure 6.3.5 have been “zoomed in” in order to

distinguish some features that cannot be seen when the entire merge manoeu-

vre is displayed on the plots. The first important thing to note is that the

joiner can be seen joining the platoon only for the scenario where the back-

ground noise is -76 dBm. This means that the communications between the

leader and the joiner break down somewhere between -71 dBm and -76 dBm.

This is close to the predicted range for the boundary to occur (-78 dBm, pre-

dicted by the ACC simulation). There is an interesting result demonstrated

in the plot for -71 dBm: the fact that for a scenario without a merging

manoeuvre, the platoon was behaving much more erratically at that point.

The explanation for this behaviour is; in the scenarios without a merging

manoeuvre, the platoon had less time to form the ideal platooning geometry
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before the oscillating disturbance began. This extra time that the platoon

is afforded in the join manoeuvre scenarios could allow the minuscule errors

that allowed the final follower to behave erratically in the no-join scenario to

be resolved. This is why some error can be seen at -71 dBm, but not a lot.

For the scenarios without merging manoeuvres, the platoon was behaving

unsafely at -69.5 dBm. Therefore, it is unsurprising that at -69 dBm the

final follower (not including the joiner because it never joined the platoon)

breaks off from the rest of the platoon as a result of platooning message

loss over the network. The second-to-last joiner is also observed to behave

unsafely for that amount of background noise. at -67 dBm of background

noise power, the joiner does not join the platoon, the final two followers split

from the platoon when the disturbance begins, and the third-to-last follower

behaves unsafely.

These results are the expected outcome of the performance of this con-

troller. It demonstrates that any network loss that is enough to affect the

platoon is enough to affect the initial joiner’s message as well. The controller

never reaches a point where it behaves in a string unstable manner. Vehicles

simply split from the platoon because they lose their platooning messages

over an unreliable network. This splitting from the back is caused by the

leader-predecessor following IFT previously discussed for this controller.

Ploeg Controller The Ploeg controller has proven itself to be extremely

resistant to adverse communication conditions in comparison to other con-

trollers. However, similar that was observed for the CACC controller should

be observed here, with regards to the joiner being able to join. The controller

will have a boundary after which the joiner will not join the platoon, then the

platoon’s behaviour should mimic the scenario where there was no joining

manoeuvre.
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Figure 6.3.6: Varying background noise for Ploeg controller: inter-vehicle
distance w.r.t. time. a) noise=-60 dBm b) noise=-60.1 dBm c) noise=-79
dBm d) noise=-80 dBm

Figure 6.3.6 shows that the platoon behaves exactly as expected. At -80

dBm the platoon behaves as though it was experiencing ideal conditions. The

joiner was able to join the platoon, and string stability was demonstrated

throughout the simulation. For -79 dBm the platoon behaved exactly the

same as for -80 dBm (string stably), except the joiner was not able to join

the platoon. For the scenarios without merging manoeuvres (Figure 6.2.7), it

was observed that for -60.1 dBm, the platoon behaved in an string unstable

fashion whereby the disturbance amplified along the string of vehicles until

the final follower almost crashed into its predecessor. This exact same be-

haviour was displayed in Figure 6.3.6. The same is true for the comparison

at -60 dBm, both scenarios crashed in the exact same fashion. This shows

again, any background noise that affects intra-platoon communications will

also affect a joiner’s message. This is an unsurprising result because the way

that background noise affects transmissions scales with the distance of the

transmission, and in almost all cases, a joiner will be further from the platoon

leader than the final follower.
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6.3.3 Transmission Power

Transmission power is another control variable for simulations that affects

communications and scales with the distance of the communications. The

ideal value for this is a signal power of 100 mW. When tested in scenarios that

do not include a merging manoeuvre, all of the controllers showed a strong

resistance to the effect of low transmission power. All of the controllers

were able to remain both safe and string stable for values of transmission

power that were 20 times weaker than the ideal signal strength. However,

because transmission power affects long-range transmissions more than short

range transmissions, this set of experiments should show similar results to the

experiments with merging manoeuvres that varied background noise. The

joiner should be the first vehicle affected by low transmission power, and

then the rest of the platoon should display similar behaviour to the scenarios

without merging manoeuvres.

Control Experiment The ACC controller only uses V2V communications

to allow new vehicles to join the platoon. The joining message must be sent

to the platoon leader in order to be acknowledged. For these scenarios, the

joiner is at the back of the platoon, as such the distance between the joiner

and the platoon leader should be the greatest transmission distance that

is required in the simulation. Therefore, the value that is found to cause

the joining message to be lost should be a similar value for all of the other

controllers.
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Figure 6.3.7: Varying transmission power for ACC controller: inter-vehicle
distance w.r.t. time. a) txPower=100 mW b) txPower=1.8 mW c) tx-
Power=1.9 mW

Figure 6.3.7 shows that the message between the joiner and the platoon

leader is lost when the transmission power of the joiner is lowered to 1.8 mW.

As stated above, this value should be close to the value that is observed for

all of the connected controllers.

CACC Controller PATH’s CACC controller has proven to be robust un-

der non-ideal communication conditions. The predicted behaviour for this

controller is that it will never behave in a string unstable manner. Firstly,

the communication between the platoon leader and the joiner should be lost

at roughly the same value for transmission power that was seen for the ACC

controller. Finally, the controller should begin to act in an erratic manner,

and lose its final follower(s) before it acts string unstably.
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Figure 6.3.8: Varying transmission power for CACC controller: inter-vehicle
distance w.r.t. time. a) txPower=0.25 mW b) txPower=0.3 mW c) tx-
Power=1 mW d) txPower=1.8 mW

Figure 6.3.8 confirms the predicted behaviour. The platooning message

between the platoon leader and the joiner is sent and received for a value

of 1.8 mW of transmission power and the joiner is able to join the platoon.

A value of 1 mW for transmission power shows that the platoon behaves as

expected in ideal conditions minus the joiner being able to join the platoon.

Similar to Figure 6.2.10 for small values of transmission power, the final

follower breaks off from the back of the platoon and begins to act erratically

and unsafely. It is worth noting that the prediction was confirmed, the

platoon never acted in a string unstable manner.

Ploeg Controller The Ploeg CACC controller has proven to be the con-

troller that is most robust when exposed to non-ideal communication condi-

tions. This trend should be continued for these scenarios. It should be ex-

pected that the transmission power needed to confirm the message between

the joiner and the leader is slightly larger than the 1.8 mW value that was

shown for the ACC controller. This is because the Ploeg CACC controller
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uses a larger spacing policy and therefore the message will need to be sent

over a longer distance than in the control experiment. Apart from that, the

controller should prove to be as robust against small values for transmission

power as it showed in Figure 6.2.11.

Figure 6.3.9: Varying transmission power for Ploeg controller: inter-vehicle
distance w.r.t. time. a) txPower=0.033 mW b) txPower=0.038 mW c) tx-
Power=2.75 mW d) txPower=3 mW

Figure 6.3.9 demonstrates that for values of transmission power greater

than 2.75 mW, the joiner’s message is able to reach the platoon leader. This

fits with the predictions that the amount of transmission power needed for

this controller would be greater than that for the ACC controller and the

PATH CACC controller because this controller has a larger margin of safety

built into its spacing policy. The rest of the behaviour that is observed is

almost identical to the behaviour that was observed in Figure 6.2.11, again

proving the prediction.
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6.3.4 Actuator Delay

Section 6.2.4 demonstrated that the connected controllers were all able to

withstand adverse actuation conditions far better than the ACC controller.

Even for the most extreme case tested (an actuator delay of 2 seconds), all of

the connected controllers were able to form platoons that behave in a string

stable manner. Contrast this behaviour with what was observed for the ACC

controller, where the controller was only able to form a string stable platoon

for a negligible actuator delay, but was completely unable to create a cohesive

platoon for any non-ideal conditions. For 0.5 seconds of actuator delay, the

ACC controller was able to create a platoon that behaved predictably, but

the platoon was extremely string stable. The conclusion drawn from this

section was that a constant-time headway spacing policy is very difficult to

enforce with non-ideal conditions.

ACC Controller This controller is expected to behave exactly the same

for the joining manoeuvre as it did for the scenario without a joining manoeu-

vre. This is because the main difference between this scenario and the others

is the presence of a joiner at the end of the platoon. For non-ideal actuation

conditions, this joiner would not be expected to behave any differently when

this joiner is added.
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Figure 6.3.10: Varying actuation delay for ACC controller: inter-vehicle dis-
tance w.r.t. time. a) delay=0s b) delay=0.5s mW c) delay=1s d) delay=2s

Figure 6.3.10, demonstrates that the ACC controller behaves exactly the

same as it did for the non-join manoeuvre scenarios. When compared to

Figure 6.2.14, the predictions are confirmed. The ideal (0 seconds) actuation

conditions allowed the controller to form a completely string stable platoon

that allowed the joiner into the platoon, then continued to behave in a string

stable fashion for the remainder of the simulation. For 0.5 seconds of actua-

tion delay, the platoon was just as string unstable as the platoon as expected.

Then for 1 second of actuation delay, the same erratic behaviour that was

observed previously is seen again. And finally, for 2 seconds of actuation

delay, the platoon experienced a crash as a result of extremely string unsta-

ble behaviour. Each of these results show again that minimising actuation

delay is vital for the safe operation of a platoon that uses the ACC controller.

Also, as discussed before, if each of the connected controllers must have a

communication-less controller (that probably would use a constant-distance

spacing policy) to fall-back on, then all autonomous vehicles must endeavour

to minimise actuator delay to ensure safe autonomous driving.
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CACC Controller As mentioned in the preamble to this section. The

expected behaviour of the connected controllers is that they should not differ

from the behaviour seen in Section 6.2.4. This is because the circumstance

has not greatly changed. If a large change is observed as a result of the

presence of a joiner, this would be an interesting result.

Figure 6.3.11: Varying actuation delay for CACC controller: inter-vehicle
distance w.r.t. time. a) delay=0s b) delay=0.5s mW c) delay=1s d) delay=2s

Figure 6.3.11 shows that the behaviour of the CACC controller has not

differed from Figure 6.2.12. The only notable difference is the joiner, and for

greater actuation delays, the joiner took longer to become a completely string

stable part of the platoon. For 0 seconds of actuation delay, the joiner became

a string stable part of the platoon at roughly 80 seconds into the simulation.

However, for 2 seconds of actuation delay, the joiner did not become a string

stable part of the platoon until roughly 95 seconds into the simulation. This

result is significant, because it shows that the actuation delay of vehicles in

a platoon affects the performance of connected controllers. It does not affect

the controller’s ability to eventually become string stable, but it does affect

its ability to form platoons in a timely manner.
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Ploeg Controller The Ploeg controller was largely unaffected by long ac-

tuation delays in the non-merging scenarios. Its only deviation from the

expected behaviour was that for 2 seconds of actuation delay, the platoon

fell behind from the leader for the first few oscillations, but it eventually fully

corrected and displayed string stable behaviour for the rest of the simulation.

The prediction is that the controller should behave exactly the same as that.

As a result of the behaviour observed in the PATH CACC controller, it is

also assumed that the joiner will take longer to become a string stable part

of the platoon for longer actuation delays.

Figure 6.3.12: Varying actuation delay for Ploeg controller: inter-vehicle
distance w.r.t. time. a) delay=0s b) delay=0.5s mW c) delay=1s d) delay=2s

Figure 6.3.12 confirms the prediction that the controller would be largely

unaffected by the change in actuation delay. But, the prediction that the

joiner would take longer to become a string stable part of the platoon for

longer actuation delays is not fully confirmed because it joins at almost the

exact same time for all of the actuation conditions. This result shows that

actuation delay does not affect all connected controllers equally. It can be

assumed that the larger margin of safety that the Ploeg controller uses com-
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pared to the PATH CACC controller contributes to the fact that the joiner

is almost completely unaffected by actuator delay.

6.3.5 Merging Results Summary

For each of the combinations of platooning controllers and non-ideal condi-

tions (where applicable), some value was found that represented the bound-

ary between safe behaviour and unsafe behaviour. Each of these values were

found to be the same for merging and non-merging manoeuvres. Therefore

the results are identical to Table 6.1.

For each of the combinations of platooning controllers and non-ideal com-

munication conditions (where applicable), some value was found that repre-

sented the boundary between the join manoeuvre successfully happening.

Table 6.2 summarises each of these values. The value for packet loss rate

and the PATH CACC controller is marked as “not applicable” because the

controller began behaving extremely unsafely before the join manoeuvre was

affected at all.

Table 6.2: Summary of results for all controllers in all communication con-
ditions for merging scenarios

Controller Packet loss rate Background
noise

Transmission
power

ACC 80% -78 dBm 1.9 mW
PATH CACC N/A -76 dBm 1.8 mW
Ploeg CACC 85% -80 dBm 3 mW
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Chapter 7

Conclusions and Future Work

The motivations, contributions, approach, and challenges of this project were

laid out in chapter 1. Each of the concepts that are needed to perform in-

formed analysis of experiments were detailed in chapter 2. Research related

to the work conducted in the project and the simulation platforms used to

collect results were examined in chapter 3. Chapter 4 discussed the method-

ology used to collect results using the aforementioned simulation platforms.

The challenges of this project, and how they were resolved were detailed in

chapter 5. Chapter 6 interpreted each of the results that were collected at a

low level. Some comparisons were drawn between non-merging scenarios and

merging scenarios, as some behaviours were repeated across the two scenar-

ios. This chapter will discuss the larger trends that were observed over the

course of the experiments and further work that could be done to expand on

the work of this project.

Packet Loss Rate

Varying the packet loss rate in Section 6.2.1 and Section 6.3.1 demonstrated

that packet loss rate can have a significant effect on the operation of a platoon

for connected controllers. Packet loss rate affected connected controllers by

making them behave unpredictably, it did not always affect string stability

until it had already affected the overall safety of the platoon. This is an
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interesting result, as it demonstrates that string stability is not the only

factor that needs to be considered for the safety of a platooning controller.

The PATH CACC controller, which is optimised for road throughput and

energy efficiency was easily affected by packet loss rate. This is because of

the relatively small inter-vehicle spacing that the controller enforces, leading

to a small margin for error. The Ploeg CACC controller uses a slightly larger

spacing policy than the PATH CACC, therefore it was more resistant to the

negative effects of packet loss. From this observation, the conclusion is that

larger spacing policies are better equipped to handle packet loss.

One weakness of investigating packet loss rate when discussing it as a

factor that can affect real world scenarios, is that packet loss rate is an effect

of non-ideal conditions, not a condition itself. Packet loss may arise from

unreliable channels, but there must be a physical reason for the channel

being unreliable. In a platooning scenario, the condition that is causing the

unreliable channel may have other effects e.g., background noise can cause

packet loss, but it scales with distance, whereas packet loss rate alone does

not scale with distance.

Background Noise

Background noise simulates an environment with a lot of radio interference

that can affect all V2V transmissions. An example of a scenario where radio

interference could be high enough to affect communications is in the event of

a signal-jamming attack. Section 6.2.2 shows that the minimum background

noise needed to create sufficient packet loss for any of the controllers to begin

failing is -71dBm. Skomal [43] demonstrates that even in urban environments

where radio transmissions would be densest and most likely to cause interfer-

ence, the observed power of this background noise should not exceed -110dBm

(given that our transmission frequency is 500MHz). This result shows that

the likelihood of background noise affecting these V2V communications is

very low in day-to-day situations. If the noise of an environment exceeds the

roughly -71dBm threshold, then it is more likely that the communications

are deliberately being interfered with rather than interfered with by some
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background noise.

A denial of service (DoS) jamming attack could be very effective if a

controller has no way of detecting when it is being attacked. Waiting for

packet loss statistics, or calculating packet delay (like in [27]) could take

too long in this case. A coordinated attack could successfully be carried

out by jamming the V2V signal, then causing the platoon leader to brake

suddenly. If the vehicle relied solely on packet loss rate statistics or packet

delay to calculate when it should degrade to a communication-less controller,

then the vehicles in the platoon would crash into one another for this kind

of attack. Therefore, background noise is a communication condition that

should be closely monitored by the platooning controller if the platooning

controller needs to be aware of attacks.

Otherwise, background noise affected communications in the predicted

fashion. In that, the effect that background noise has on a transmission is

proportional to the distance between the two nodes that are trying to commu-

nicate. Therefore, using a predecessor-following IFT, like the Ploeg CACC,

is the best strategy for combating background noise, as the average trans-

mission is between only a vehicle and its predecessor. This conclusion follows

from the fact that the PATH CACC controller was more easily affected by

background noise than the Ploeg CACC controller. The inter-vehicle spacing

in the Ploeg controller was greater than in the PATH controller, so the only

factor that could have contributed to this behaviour is the IFT. PATH uses

a leader-predecessor following IFT. This is why, when the PATH controller

began to behave erratically, only the vehicles at the end of the platoon (far

away from the leader) were affected. This is a significant result, as it shows

that more “complex” IFTs can lead to weaknesses in the platoon.

Transmission Power

Transmission power is a communication condition that has not been well re-

searched in the field of autonomous vehicle platooning. This is likely because

a vehicle with small transmission power would be a rare occurrence in a real

world scenario (let alone a whole platoon of them), and is something that
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could not happen suddenly. This is due to it being a communication factor

that is dependent on the hardware on board a vehicle, not the quality of a

network. However, because it has not been well investigated, its behaviour

cannot simply be assumed. Investigation into transmission power confirmed

the assumptions that it is not a factor that needs to be readily considered

for platooning safety. The simulations that were run involved altering the

transmission power of every vehicle in a platoon. This would be an unlikely

occurrence in the real world. The negative effects that were observed rarely

resulted in extremely unsafe behaviour, except in unrealistically small values

for transmission power.

Actuator Delay

Investigating the effects of actuation delay on all of the controllers yielded

interesting results. The connected controllers were hardly affected by ex-

tremely poor actuation conditions. The behaviour of the connected controller

for unrealistically small values for actuation delay (no delay) were not vastly

different from their behaviour for long actuation delays. The main differ-

ence was that for small values of actuation delay, the connected controllers

appeared to act in a jerky fashion that would cause an uncomfortable ride

for a passenger. However, safety and string stability were not affected. On

the other hand, the ACC controller was very easily affected by actuation

delay. It showed that for no actuation delay, the controller behaved in a

string stable manner. For the expected actuation delay (0.5 seconds) the

controller behaved in a string unstable manner but never acted in a fashion

that may be unsafe enough to cause a crash. For extremely large values of

delay (2 seconds) the platoon could end up crashing into one another due to

string unstable behaviour. This is an important result, as it shows that de-

spite actuation delays not affecting CACC controllers a large amount, ACC

controllers are very sensitive to actuation delays.
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Final Conclusions

A key observation that must be made is that results which showed changes

in platooning behaviour for transmission power and background noise are

unrealistically non-ideal. For transmission power, the ideal power is 100

mW; the PATH controller (which performed worse than the Ploeg controller)

required the transmission power of every single vehicle in a platoon to lowered

to less than 1 mW to affect normal platooning behaviour. For background

noise, the expected power of the noise is -95 dBm. The PATH controller

was only greatly affected by background noise at -70 dBm, and the Ploeg

controller at -60 dBm. Therefore it can reasonably be assumed that if a

network’s conditions degrade to the point where transmission power and/or

background noise have the negative effects shown in this project, then the

network and/or hardware is being deliberately tampered with by an external

force. As described above, this may be the effects of an intentional attack

on a platoon, as such, these communication conditions may only need to be

monitored for platoons which suspect an attack.

Another observation that was mentioned in Section 6.3 is that merging

scenarios present no further safety risks than regular platooning conditions.

This is because, many of the adverse effects of the non-ideal communication

conditions affected platoons in two stages. The first stage occurred when

the joining vehicle’s message to the platoon leader was not received due to

adverse conditions. The next stage was when the platoon began to behave

in an unsafe manner. These two stages took place at very different values for

the communication condition in all cases. This is likely due to the fact that

the longest range transmission that was needed in the merging scenarios

was the joiner’s initial communications with the platoon leader, and the

communication conditions were affected by range of transmission.

A conclusion that can be drawn from the observation of the connected

controllers is that if non-ideal network conditions are detected and the con-

troller does not degrade to some communication-less alternative, the platoon

becomes a liability on the road. Therefore, a communication-less fall-back

must be implemented for all connected controllers. Combining the conclusion
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that all connected controllers must be programmed to have a communication-

less controller and communication-less controllers are sensitive to actuation

delay, there is another conclusion that can be drawn. All vehicles that imple-

ment autonomous platooning controllers must endeavour to minimise actua-

tion delay in order to maximise the controller’s ability to behave in a string

stable manner for all conditions.

The questions that this research project posed were: do non-ideal com-

munication and non-ideal actuation conditions have any significant effect on

the behaviour (particularly the string stable behaviour) of different platoon

controllers? And if they have a significant effect, when do these effects render

a particular platooning controller unsafe?

In short, the answer to the first question is: yes, each of the non-ideal con-

ditions were able to affect at least one of the platooning controllers enough to

have a significant impact on its string stable behaviour. The second question

has many answers, which were outlined in the Results chapter (chapter 6),

but it was shown that each condition had a boundary, past which, some of

the platooning controllers began to display unsafe behaviour.

Future Work

The possible future work for this project would include investigating differ-

ent non-ideal communication conditions that could have a large effect on a

network like packet delay (discussed in Section 3.1.1). Another approach to

investigating non-ideal actuation could be taken by isolating braking actu-

ation from acceleration actuation. It would also be interesting to combine

non-ideal communication conditions and non-ideal actuation conditions to

investigate the effects on a platoon.
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Appendix A

Results

A.1 Non-merging scenarios

Figure A.1.1: Varying packet loss rate for CACC controller over a wide range:
inter-vehicle distance w.r.t. time. a) pLoss=0 b) pLoss=0.15 c) pLoss=0.3
d) pLoss=0.45
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Figure A.1.2: Varying packet loss rate for Ploeg controller over a wide range:
inter-vehicle distance w.r.t. time. a) pLoss=0 b) pLoss=0.25 c) pLoss=0.5
d) pLoss=0.75 e) pLoss=1
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Figure A.1.3: Varying background noise for the CACC controller: inter-
vehicle distance w.r.t. time. a) noise=-65 dBm b) noise=-80 dBm c) noise=-
95 dBm

Figure A.1.4: Varying background noise for the Ploeg controller: inter-vehicle
distance w.r.t. time. a) noise=-65 dBm b) noise=-80 dBm c) noise=-95 dBm
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Figure A.1.5: Varying transmission power for the Ploeg controller: inter-
vehicle distance w.r.t. time. a) txPower=0 mW b) txPower=50 mW c)
txPower=99 mW
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A.2 Merging scenarios

Figure A.2.1: Varying packet loss rate for Ploeg controller: inter-vehicle
distance w.r.t. time. a) pLoss=0.3 b) pLoss=0.6 c) pLoss=0.75 d) pLoss=0.9
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Figure A.2.2: Varying background noise for CACC controller: inter-vehicle
distance w.r.t. time. a) noise=-65 dBm b) noise=-80 dBm c) noise=-95 dBm
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