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Abstract

Workforce planning is how an organisation analyses its workforce and determines the ac-
tions that must be taken to prepare for future staffing requirements. Workforce planning is
future-focused, helps human resources offices make good hiring decisions, increase employees’
productivity, increase profit for an organisation, and identifies and saves any extra costs. If not
done correctly, workforce planning can result in bad hiring decisions, high employee turnover,
low productivity, and surplus cost to the company. Our research uses the Markov chain model
to forecast probability distributions for different cohorts in the given organisation. We then
use these probability distributions to find the corresponding employee headcounts. Markov
chain is a stochastic random process based on the transitions between states based on transi-
tion probabilities. The dataset used in our analysis is a human resource dataset consisting of
employee records in an organisation. The dataset fields are generic, so the proposed solution
applies to the majority of the human resource datasets belonging to various organisations.
Our analysis considers only the outflows but is flexible enough to incorporate the inflows. The
results reflect the workforce distribution in an organisation for the next ten years, starting from
2018, based on department, age groups and gender. We found that the rate of resignation and
layoffs are increasing in all the cases and hence require attention to draft relevant policies that
address current shortcomings. The research output of this study could help HR departments
form their respective organisations’ hiring, training, retention and retirement policies.

Keywords: Workforce Planning, Markov Chain, Shift Probability, Transition Prob-
ability Matrix, Transition Probability
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1 Introduction

1.1 Overview

Workforce planning is analysing an organisation’s current workforce, determining future work-
force needs, identifying the gap between the present and the future, and enforcing solutions
to ensure that its purpose, goals, and strategic plans are met. To accomplish an organisa-
tion’s short and long-term goals, hiring the correct number of people with the right talents
at the appropriate time, at a reasonable cost, and under the relevant contract is essential.
Generally, large organisations have dedicated workforce planning teams. Other organisations
may initiate the process in response to a specific event, such as a merger, acquisition, or a
transformative change initiative. Comprehensive workforce planning can identify hurdles or
unrealistic goals that may stymie strategic plans and propose solutions to manage risks to
support future strategic objectives[1].

Figure 1.1: Steps in Workforce Planning
Source: Study on Workforce Planning - CIPD, Ireland

Managing demand and supply, identifying gaps in skills and studying employment trends are
some of the dimensions of workforce planning, and the area of study depends on the end goal.
A well-structured workforce planning can benefit organisations, individuals and the government
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directly or indirectly. A good workforce planning strategy is to construct a long-term plan to
guarantee that the best talent is at the right place and to have a better knowledge of the
type of future workforce that will be required. The HR leaders can then feed the roadmap
into resourcing plans executed locally by line managers [2].

In this dissertation, we implemented the Markov chain in workforce planning. We also stud-
ied the advantages and disadvantages of the alternate forecasting models. As a result, we
discussed the year-wise trend of various employee outflows for different cohorts for ten years.
Moreover, we also learned how the Markov chain model could forecast the employee head-
counts across different cohorts for the given HR data. At last, we discussed the negative
consequences of the trends and possible solutions to ameliorate them.

1.2 Motivation

The COVID-19 pandemic has changed the world of work, especially in the IT sector. As
per an Irish Times report, about half of the younger workforce plan to leave their current
jobs in the next two years in search of a better work-life balance as part of the global "great
resignation". 75% of generation Z and 77% of millennial employees desire hybrid or entirely
remote work, while fewer than half presently have the choice. The pandemic has also caused a
colossal staff shortage across different sectors, and therefore there is a dire need to implement
workforce planning for organisations of all sizes. According to a report from ESRI, Hospitals
in Ireland may need up to 15,000 more staff within 13 years, and the institute emphasises
setting up various measures for workforce planning. Another report from BBC UK states that
National Health Service (NHS) is facing the worst staffing crisis in history, and urgent actions
are required to resolve this problem.

Since it is difficult to predict the future, organisations often find workforce planning challenging
to implement. Some organisations implement improper workforce planning, which leads to
severe consequences. Poor workforce planning could result in improperly skilled employees
[3]. Effective workforce planning forecasts the training required to enhance the competencies
of existing employees now and in the future, as well as what new talents the firm may obtain
through hiring. Poor workforce planning fails to anticipate the skills and knowledge employees
will require in the future, resulting in existing skills becoming quickly obsolete and providing
declining value to the firm over time. Employees cannot operate wisely or efficiently without
a well-thought-out workplace strategy that predicts staff training requirements.

It could lower the productivity of employees [3]. High productive employees can help a firm
accomplish its growth objectives faster and more efficiently. On the other hand, poor workforce
planning might result in a lack of attention to technology, training, and other resources that
can increase staff productivity. Workforce planning ensures that teams and individuals are
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working on the right things. As per a study, an organisation increased its productivity by 6%
after implementing a workforce plan, reorganising key responsibilities (KRAs) across different
verticals [4].

Poor workforce planning could lead to reduced collaboration, and teamwork [3]. Organisation
development and innovation go hand in hand, but a company will struggle to innovate if its
teams are fragmented and not organised in a way that promotes good communication and
collaboration. Workforce planning must create an organisational structure in which teams
are appropriately aligned to communicate, share information and ideas, and work effectively.
Working without a proper personnel strategy might result in groups that function in isolation
and are so internally oriented that they inhibit innovation and organisational progress.

Poor workforce planning could also increase the expenditure [3]. Improper workforce planning
can lead to bad hiring decisions resulting in increased expenses and low-grade productivity.
Failure to appropriately prepare for and manage turnover further stifles corporate growth
since replacing an employee takes time and money. In such cases, the HR department and
managers spend more time and resources devising workarounds to fill talent gaps, leaving
them less time to focus on activities that promote growth, such as training and developing
existing employees.

Such problems can be addressed through a well-structured workforce planning process. Many
studies are available on workforce planning, but a holistic study accounting for the staffing
problems, consequences, and their solutions is rarely available. Exploring the staffing-related
problems in an organisation, their impact, and determining possible resolutions to them is the
main driving factor for this dissertation. We used the Markov chain model to carry out our
study. The main advantage of the Markov chain is its simplicity and out-of-sample forecasting
accuracy. The entire system is represented as states and transitions among the states. It
is mathematically less rigorous than other models discussed in the next chapter. Another
advantage of using the Markov chain model is its flexibility. It can handle both employee
migration and employee retention situations. Another advantage of using the Markov chain
model is that it makes predictions without looking too far into the past, which means we
require less historical data to make predictions [5].

1.3 Thesis Objectives

The aim of this thesis is to perform a Markov chain analysis to forecast the year-wise trend of
employees resigning, getting laid off, retiring and being promoted in an organisation for the
next ten years. We will analyse these outflows on the basis of department, age group and gen-
der. Based on the results, we will discuss the possible repercussions and their solutions.

While there are different dimensions of workforce planning, we are focusing only on the staffing
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need of an organisation. The outcome of this thesis could be helpful to the human resources
department form their hiring, training, retention, and retirement policy diligently. Moreover,
this thesis could also act as a groundwork for future research in the field of Workforce Plan-
ning.

1.4 Structure of Thesis

The outline of this thesis is as follows:

• Chapter 1 states the overview, motivation and objectives of this thesis.

• Chapter 2 discuss the literature review related to workforce planning, Markov chain and
other forecasting models used in workforce planning.

• Chapter 3 discuss the dataset, theory involved in the Markov chain analysis and the
steps involved in building our Markov chain model.

• Chapter 4 discuss the implementation of the strategy discussed in Chapter 3 to create
our Markov chain model.

• Chapter 5 presents the predictions made by the model and the findings obtained from
them.

• Chapter 6 concludes the analysis and further discusses the limitations of this study.

• Chapter 7 outlines the issues that could be addressed in future work.
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2 Background and Related Work

2.1 Workforce Planning

The concept of workforce planning gained popularity in the late 1960s and early 1970s when
economic stability increased, and unemployment was low. Organisations recognised the need
for efficient labour utilisation and implemented various strategies. However, the 1980s re-
cession caused many Human resource departments to believe that workforce planning was a
failure, which led to the elimination of several initiatives. This failure occurred because the
objectives were too narrow and hence misjudged[6].

However, most recent definitions of workforce planning contain more flexible target ranges,
resulting in a more contextual understanding. This includes three variations of workforce
planning methods: judgemental, statistical, or a combination of the two [7]. The judgmental
methods use the skills and experience of humans to forecast an organisation’s future demands.
Depending on the input, prediction might be highly accurate or utterly incorrect. Judgmental
procedures are helpful for short-term analysis in order to provide the flexibility required by the
organisation[8]. The statistical methods provide forecasts based on previous data and have
an accurate starting point. These methods are more suitable for long-term analysis. A good
approach to developing a workforce model can be to use a combination of both techniques,
i.e. the use of human judgement along with data-driven analysis[9].

With technological advancement, workforce planning capabilities have improved. Young and
Hollander [2] talk about some of the recent advancements in workforce planning. Human
resource management software can collect internal employee data based on job category,
position, and skills, allowing companies insights beyond headcount segmentation (e.g., by
tenure, level, location). This increased data availability can help explore new dimensions
of working planning. Applications that integrate workforce data with enterprise data can
facilitate cross-functional work, communications, and understanding. Artificial Intelligence
and Machine Learning-based applications can deliver more detailed and accurate insights,
which can help to fill gaps more efficiently. Since companies now may have more information
than ever, they can make wiser decisions.
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Three stakeholders that primarily get benefit directly or indirectly from properly implement-
ing workforce planning are organisations, individuals and government[2]. Efficient workforce
planning helps organisations easily manage the workforce’s demand and supply. Increased
availability of external workforce data, along with enhanced procedures and internal apps,
enable organisations to update personnel data more regularly. This enables organisations to
detect fluctuations in the internal workforce and external demand and supply. Going forward,
based on employee profile, AI/ML-based solutions can predict the employee’s expertise, gaps
between demand and supply and steps required to address such gaps. Improved work-life
balance, effective retention policies, reduced labour costs, relevant strategies for skill devel-
opment, and improved productivity and output are some of the workforce planning benefits
for organisations [2].

Managers can use workforce planning to manage their teams in several ways. They get a
deeper insight into work and skill supply-and-demand patterns and how those patterns may
affect their teams. They can get customised team insights such as gaps in team skills and ML-
based recommendations on overcoming anticipated shortcomings. They can also have better
visibility of the expertise of employees outside their team whom they could include in their
team to fill a need [2]. Individuals such as applicants, employees or contingent workers will
better understand where the employment market is heading, allowing them to better prepare
for the future. Employees may get personalised recommendations based on their interests,
career goals, or the requirement of their current team [2]. Workforce planning can provide
detailed insights to government agencies about the industry, and employment trends, allowing
them to manage supply and demand imbalances. Access to online professional profiles and
advertisements that will provide them with a more comprehensive real-time snapshot of labour
supply and demand can be obtained through surveys. They can facilitate workforce planning
through national, state, and regional programs [2].

2.2 Forecasting Models for Workforce Planning

Workforce planning can be done using different prediction methodologies by investigating their
logic, strengths, and limitations. The workforce models can be divided into three categories:
supply-based, demand-based and need-based. Supply-based models aim to project the num-
ber of employees available at a given time based on training, retirement, and promotion or
demotion. Demand-based models aim to forecast future service requirements and anticipated
changes in demand. Need-based model predictions employ an exogenous benchmark to assess
the sufficiency of the number of employees necessary to accomplish the objectives. It addresses
the question, "How many resources do we need?" Depending on the goals, a workforce model
can be constructed using one or more of these categories [10].

Qualitative methods are the simplest model that can be used in workforce planning. These
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approaches are efficient when high-quality experimental data is unavailable. They mainly de-
pend on the expertise of engaged professionals. A discrete-choice experiment is an approach
for eliciting individual preferences and transforming qualitative data into meaningful comput-
ing data. This strategy allows researchers to discover how individuals perceive specific traits
by asking them to choose between various hypothetical situations. Although discrete-choice
experiment methods are beneficial in hypothetical scenarios, they are complex to implement
and need experience in multiple fields [11]. Another well-known consensus-based technique is
the Delphi method, in which a panel of experts answers questions across multiple iterations.
Following each iteration, an anonymous summary of the findings is processed and presented
as the starting point for the following iteration, in which they may alter their previous judge-
ments in light of the responses of the other experts. The idea is to arrive at a consensus,
hopefully correct, solution [12]. The Delphi technique has been used to find the unknown
variables of models in several workforce modelling projects, or it has been used hierarchically
in conjunction with other modelling methodologies. The critics of the qualitative modelling
approach point to its reliance on expert judgments, which may result in inaccurate estimates.
Another disadvantage of qualitative modelling is that it can be a time-consuming procedure
[13]. That being said, qualitative modelling is still used in some research problems.

Optimisation models are another category of modelling techniques that can implement work-
force planning. This technique minimises and maximises an objective function, subject to
different constraints. The most commonly used optimisation methodologies are Linear pro-
gramming, Goal programming, Mixed integer linear programming, and Dynamic programming
[10]. Linear programming is a popular approach used in solving workforce optimisation prob-
lems. It aims to find the best value of a linear function given linear equality or inequality
constraints. Srour and Mounir [14] developed a Linear programming-based model for man-
aging construction workers’ demand and supply while considering training, hiring, and allo-
cation. Goal programming provides optimisation for multiple objectives. Niehaus [15] used
Goal programming to simulate the demand and supply of a US Navy shipyard community
experiencing widespread staffing cutbacks. Mixed integer linear programming finds a linear
objective function and a combination of linear and discrete integer constraints. Júdice et al.
[16] used a Mixed integer linear programming-based model to minimise the costs associated
with the workforce size in a mail-processing centre. Dynamic programming is a multistage
optimisation approach in which an enormous task is broken into smaller hierarchies. Wild
and Schneewei [17] employed a dynamic programming technique to optimise the concurrent
usage of floaters, overtime, and temporary workers in a German service organisation. Most
of the above-discussed researches attempted optimal solutions based on linear models of the
systems, diverging from the nonlinear dynamic systems that exist in reality [18]. However, non-
linear optimisation numerical solutions might be computationally demanding and challenging
to comprehend.
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Stock and flow is another popular modelling technique that can be used for workforce planning.
It perceives workforce cohorts as stocks and transitions such as promotion, job rotation,
and recruitments as flows. One advantage of stock and flow modelling is that it provides
a systematic perspective of the entire workforce system that policymakers can readily grasp.
This model also integrates well with the concept of time by representing changes in the system
through time [10]. Wilson [19] applied the stock and flow model to construct a workforce
planning model to address the demand and supply of the workforce. His model considers
factors such as technological developments, governmental laws, and changes in social norms.
The high dependence of the stock and flow model on computerised analytics is considered
their major disadvantage. Nevertheless, stock and flow are still the most widely used modelling
techniques.

Time series is another prominent approach for projecting future values based on historical
data. Box–Jenkins, exponential smoothing and vector error correction are popular time series
models used for workforce planning. Box-Jenkins use an autoregressive moving average to
determine the best fit of a model for historical time series data [20]. Exponential smoothing
is a weighted moving average(WMA) approach in which prior observations are allocated ex-
ponentially decreasing weights across a specific period. This time series modelling technique
has been used to determine the workforce development in Taiwan’s energy sector from 2009
to 2014 [21]. The Error correction models belong to the multiple time series model category
and are fed by their present state and long-term dynamics dispersion. A major disadvantage
of the time series models is that these are limited by the assumption that the recent trends
will persist and overlook factors other than time. The requirement of too much historical data
as input is another shortcoming of the time series model.

Statistics and regression are widely used for forecasting purposes. A statistical model uses
uncertain parameters to forecast future events. A fitting procedure approximates the unknown
parameters based on historical data. Variance, expected values, and other statistical methods
are used to study the properties and different values obtained from the model [22]. Regression
analysis is a statistical modelling method that analyses the influence of independent variables
on dependent variables and is a helpful tool for examining variable interdependency. There
are certain disadvantages associated with statistical modelling. Even though they are effec-
tive tools for describing the average behaviour of processes, they can only provide a single
observation and a brief assessment of a workforce system. Hence, they cannot simulate highly
dynamic systems(for example - a workforce system with high recruitment and attrition over
time). Since regression models typically examine just one outcome, they are unsuitable for
modelling systems with several outputs [10].
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2.3 Markov Chain

Russian mathematician Andrey Markov defined the Markov chain in 1907. He defined a class
of processes in which the likelihood of phenomena existing in a particular condition at a given
moment is connected to that phenomenon’s immediately preceding state. A Markov chain
may be considered as a sequence of transitions between distinct states. The probabilities
associated with each transition are determined by how the process got to that state. A
Markov chain consists of a finite number of states, and the probabilities associated with state
transitions do not alter over time [23].

2.3.1 Application of Markov Chain in Other Sectors

A vast amount of literature that deals with the application of the Markov chain exists. Markov
chain can be applied for constructing forecasting models for resources across different sec-
tors such as Education, Environment, Supply chain and Workforce planning. Nyandwaki and
Kennedy [24] used the Markov model to study students’ enrolment projection in both sec-
ondary and tertiary institutions. Their model consisted of three states in which a student
can be in after an academic session: a student can move to a higher class, may repeat the
same class or may, leave the institution as a successful graduate or drop out without attaining
the maximum qualification. In another paper, Osagiede and Ekhosuehi [25] used the Markov
model to forecast university students’ intake. They discarded the previous authors’ assumption
of specific constant values for computing the intake rate and presented a better approach for
determining the constant values. Ogbogbo et al. [26] used a single state absorbing Markov
chain to define the proportion of staff recruited, promoted and withdrawn from various grades
over the years at the polytechnic institution in Nigeria and also forecast the expected workforce
structure of the institution.

Shugart Jr et al. [27] used the Markov process to model forest succession over large regions.
Peden et al. [28], Cassell and Moser [29] also dealt with problems arising in forestry. Rao and
Kshirsagar [30] investigated the dynamics of predator/prey systems, assuming that a predator’s
attack cycle consists of four distinct activities: search, chase, handling, and feed and digest.
Similar Markov chain approaches are discussed in the field of geology and stratigraphy in
[31][32]. Buongiorno and Michie [33] developed an interesting Markov model for selecting
a forest. Their model predicts the long-term growth of undistributed and managed strands.
The stochastic transition of trees between diameter classes and the recruitment of new trees
into the strand are considered parameters of their model and taken from the North-Central
region of the USA. Following that, a linear programming approach was utilized to predict
the long-term usage of management regimes that would optimize the net present value of
the periodic harvest. The approach calculates optimum harvests, residual stock, diameter
distribution, and cutting cycles simultaneously. This forestry application of the Markov chain
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is similar to the Markov chain implementation of workforce planning.

A significant amount of work based on the Markov chain can be seen in the field of the supply
chain. When establishing a supply chain, firms have fixed assets for each stage. As a result,
the supply chain cannot serve customers with a limitless number of items or services. Because
the supply chain market opportunity analysis will directly influence who the core business
should pick as a partner and what sort of supply chain manufacturing processes they should
design, it is necessary to estimate the market prospects [34]. In [34], the model forecasts the
market opportunities before the formation of the supply chain, providing decision assistance
for the pre-assessment of market potential. Their analysis shows that just because a product’s
current sales rate is high doesn’t guarantee that it will continue to be such because it also
depends on the consumers’ preference (shift probability). In [35], the authors have focused
on the closed-loop supply chain, which is less complex and uncertain than the traditional
supply chain. The overall stability of the closed-loop supply chain is evaluated based on the
transition matrix and the state probability distribution. In [36], authors have used the Markov
model for inventory management which is a part of supply chain management. Their research
aims to develop a discrete-time Markov model for an order-up-to-level inventory strategy with
stochastic demand and lead time. Their model calculates the expected inventory on hand
and the predicted shortage when unmet demand is believed to be lost. The above-discussed
applications of the Markov chain model, be it in the field of education, environment or supply
chain, have similar approaches to what we are looking for in workforce planning.

2.3.2 Implementation of Markov Chain in Workforce Planning

Numerous past studies in organizational management have used the Markov chain to describe
promotions, demotions, or changes in different career development routes in order to validate
an organization’s current staffing demands or anticipate future staffing needs. The Markov
chain model enables us to respond to policymakers’ inquiries. For instance, it makes it simple
to compute numerous statistics at individual and aggregate levels. At the individual level, it
may be used to characterize the probability of advancement of a staff member at a specific
career stage. At the aggregate level, it may extract information on overall continuation rates
and separation behaviour, which are crucial inputs in building retention initiatives [37].

Collings and Wood [38] described workforce planning as "the set of ideas, tools, and processes
that each company should use to monitor and control the mobility of employees in terms of
both numbers and profiles." These employee moves, known as transitions, are frequently the
result of promotions, transfers between segments, and recruitment into the system. As per
[37], The planning of the process is one of the most important and complicated responsi-
bilities, encompassing organizational development, managerial development, career planning,
and succession planning. Workforce planning can be done in two phases: The first step in-
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volves careful planning of personnel requirements for all types and levels of employees during
the planning period. The second stage focuses on workforce supply planning to provide the
organization with the appropriate personnel to satisfy the planning criteria. Igboanugo and
Onifade [39] proposed a Markov chain model to unravel the dynamics of workforce availability
and supply in Nigerian universities to describe the existing workforce policy and point to its
future direction. Parma et al. [40] proposed a better Markov model for managing workforce
requirements and availability. In their system, vacancies are filled through promotions and
recruitment. They proposed methods for determining transition probability for promotion and
recruitment matrix using Markov chain theory and certain assumptions.

Effective workforce planning is critical for organizations such as big corporations, academic
institutions, and administrative departments to implement because human resources are re-
garded as the most vital and possibly unpredictable resource an organization employs. For an
established process, workforce planning necessitates a good understanding of those deployed
in the establishment, along with employee entry, dropout, and promotion, to form a good
strategy. Touama [41] used Markovian models and a transition probability matrix to examine
worker migration in Jordan productive firms. To accomplish his goal, he gathered secondary
data on employee migration from annual reports of Jordanian productivity firms: potash,
phosphate and pharmaceutical. Kwon et al. [42] utilized a Markov chain model along with
job coefficient to study the difference in workforce status between the US and Korean nuclear
industries and to forecast future workforce requirements in Korea.

In [43], they developed an interesting model for academic and organizational hierarchical
systems using an absorbing Markov chain in which they divided the wastages into retired and
dropouts. Their model represents retired staff and dropouts as two separate absorbing states.
This is in contrast to the models designed by Igboanugo and Edokpia [23], Ekhosuehi et al.
[44], Ogbogbo et al. [26], Ezugwu and Ologun [37] where retired staff and dropouts were
grouped together and no significant work has been done on separating them. De Feyter [45]
presented an interesting time-dependent workforce planning model, which divides the system’s
population into multiple subgroups based on factors such as sex and number of children of
individuals. Dimitriou and Tsantas [46] also addressed workforce planning by dividing the
entire heterogeneous population into several homogeneous subgroups. Such an approach
to forming subgroups provides an opportunity for a detailed investigation. It simplifies the
prediction of workforce transformation since it becomes acceptable that everyone in the same
group progresses identically.

Du and Li [47] used the Gray Markov model to forecast internal supply in the HR department
so that organisations can reasonably predict their internal human resource supply and develop
human resources strategies. [46] discussed the asymptotic behaviour of a generalised time-
dependent Markov model. This approach, on the one hand, considers employees’ need for
continuous training, and on the other, its workforce requirement is met by internal mobility
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and two streams of recruitment, the first from the external environment and the second from a
supplemental auxiliary system. Nilakantan and Raghavendra [48] proposed a "proportionality"
strategy for a workforce planning system, in which recruitment to each level of the hierarchy
(save the lowest level) is strictly proportionate to promotions into that level.

In [49], the author talks about challenges such as lack of sensitivity to problems, organisa-
tional complexity, rapid changes and inefficient communication that impede the successful
implementation of workforce planning in organisations. It is anticipated that social media if
appropriately explored, can improve communication and make important information available
for better personnel planning in enterprises. The paper also examines several empirical studies
on the workforce planning issue and finds that organisations should guarantee that they have
the right number of people, in the right location, at the right time, and doing the right tasks
by using the proper models for workforce planning.
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3 Methodology

This chapter discusses the concepts used to complete the dissertation, such as Dataset and
related preprocessing, Random variable, Stochastic process and Markov chain theory, in de-
tail.

3.1 Dataset

Due to GDPR policies, very few public human resource datasets are available, which are
insufficient to perform our analysis. The dataset used for our study is a fake dataset available
on Kaggle [50]. It consists of the information of all the employees over the past ten years. The
dataset contains information such as Hire Date, Termination Date, Department, Performance
Score, Termination reason, Date of birth and Employment Status, based on which we projected
the workforce count across different departments, age groups and gender. The further steps,
such as pre-processing data, construction of transition matrices and the Markov chain model,
are discussed further in the implementation chapter.

We have data only for outflows in the dataset. So, this dissertation only focuses on workforce
planning when outflows are known. Based on the dataset, different outflows are Resignation,
Retirement, Layoffs and Promotion. These factors are relevant to all employee databases
across all kinds of industries. Therefore, to a great extent, the proposed model can be used
by the Human Resources department at multiple organisations.

3.2 Data Preprocessing

Data Preprocessing refers to manipulating the data to make raw data suitable for further
processing. It is the first and the crucial step in the data analysis process since the quality of
the discovered metrics is heavily determined by the data quality [51]. We have used python
libraries such as Pandas, NumPy, Seaborn and Matplotlib along with SQL and MS-Excel for
the pre-processing purpose. For our analysis, data pre-processing is mainly done in three
phases:
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3.2.1 Data Collection:

This phase aims at finding a high-quality dataset since it directly affects the quality of the
results. Some of the challenges that can be faced in this phase are [52]:

1. Incorrect Data: The dataset can contain information that is not relevant to the
problem statement.

2. Missing Data: Some of the columns can have empty values, resulting in improper
analysis.

3. Data Imbalance: Some of the columns in the dataset may have a disproportionately
high or low number of samples. This may result in a risk of getting underrepresented
in the analysis.

3.2.2 Data Cleaning

This phase involves detecting and correcting(or removing) incorrect values in the dataset,
degrading the data quality. The real-world raw data could be incomplete, inconsistent and
contain many errors. So, after collection, data should be cleaned properly before developing
the model on top of it. In our analysis, we removed the records for which most of the necessary
fields are missing, which means those records are unsuitable for our analysis. We also replaced
missing values with "NA" for the remaining records to complete the dataset. These steps
helped in efficiently filtering out the required data from the dataset.

3.2.3 Data Reduction

This step helps reduce the data volume, making analysis easier and producing the same results.
In our study, we dropped some columns such as marital status, marital description, and race
description, which are not required. As discussed earlier in the introduction, the Markov chain
makes predictions without looking too far in the past. Due to this property of the Markov
chain, we are only interested in employees working in 2018, the latest year in the dataset,
or terminated in 2018. Therefore, we eliminated all the employee data before the year 2018.
This significantly reduced the input data required for developing our Markov chain model.
Moreover, this reduction in data made our analysis work simpler and improved the efficiency
of the SQL queries used for finding employee count across different criteria.

3.2.4 Data Transformation

This phase involves making changes to the format or structure of the dataset. We added an
age column in our analysis to make our SQL age-based queries efficient. Employees’ ages are
derived from their respective dates of birth(DOB).
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3.3 Random Variable

A random variable X is defined as the variable whose value is defined as the outcome of a
random experiment. The range of a random variable X is the set of all possible values of X.
Random variables are primarily of two types [53]:

1. Discrete Random Variable: A random variable X is discrete if its range is a countable
set. A set S is said to be countable if either it is finite or its elements can be put in
one-one correspondence with the natural numbers.

2. Continuous Random Variable: A random process X is said to be continuous if it
has a range in the form of an interval or combination of non-overlapping intervals on
the real line.

This dissertation focuses on using discrete random variables.

3.4 Stochastic Process

A stochastic or random process is the process in which the variables change at a random rate
over time. Random walk, Bernoulli process, and Markov chain are some of the well-known
stochastic processes [54]. The possible values of the random variables in a stochastic process
are known as the State Space of the process.
There are two types of random processes:

1. Discrete-Time Random Process: A random process is said to be discrete-time if
it is of form { X(t), t ∈ J }, where J is a countable set such as N or Z. [probability
course bookmark]

2. Continuous-Time Random Process: A random process is said to be continuous-
time if it is of form { X(t), t ∈ J }, where J is an interval on a real number line such
as [0,∞].

In this dissertation, we focused on the discrete-time random process.

3.5 Markov Chain

Markov Chains represent a class of stochastic processes that experiences transitions from one
state to another according to certain probabilistic rules. It differs from a general stochastic
process in that a Markov chain must be "memory-less" [54]. Markov Chain satisfies the
Markov property, i.e. the probability of transitioning to any particular state depends solely on
the current state and the time elapsed. A mathematical expression of the Markov property is
shown below.
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P{Xt+k = j |X0 = i0,X1 = i1....Xt = i}

= P{Xt+k = j |Xn = i}, k ≥ 1

We represent a Markov chain as a sequence of states, as shown below.

Figure 3.1: Markov chain representation

There are two types of Markov Chains [53]:

1. Discrete-Time Markov Chain: A discrete-time Markov chain is a discrete-time
stochastic process in which the value of the following random variable is determined
only by the value of the current random variable and does not depend on any previous
variables.

2. Continuous-Time Markov Chain: A continuous-time Markov chain is a continuous-
time stochastic process that changes states based on an exponential random variable
and then moves to a different state based on the probabilities of a transition matrix.
It is different from the discrete-time Markov chain in the way that it changes states
continuously across time rather than discrete time steps.

This dissertation focuses on using the discrete-time Markov chain.

3.5.1 Initial Probability Distribution and Transition Probability

Matrix

To define a Markov chain, we need to specify two things [55]:

1. Initial Probability Distribution: It is an NX1 vector representing probability distri-
bution for N states at step 0.

Pinit =
[
p1 p2 p3 p4 p5

]
2. Transition Probability Matrix: A transition matrix is an NXN matrix that contains

probabilities of transitions between N states in a system. The transition matrix row
corresponds to the state at time ’t’ while the column represents the state at the time
’t+1’. Since transitioning to the next state depends only on the current state and all
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possible transitions are known, the sum of probabilities for each row equals [55]. The
entries of the transition matrix represent the conditional probabilities. The conditional
probability of an event A given another event B has already occurred is given by

P

(
A

B

)
=

P(A ∩ B)

P(B)

Using the above equation, we obtain the transition matrix as shown below.

Ptransition =


p11 p12 p13 p14 p15

p21 p22 p23 p24 p25

p31 p32 p33 p34 p35

p41 p42 p43 p44 p45

p51 p52 p53 p54 p55


An initial probability distribution combined with the transition probability matrix defines the
probability of all the events in the Markov chain [56].

3.5.2 K-step Transition Matrix

The shift probability reflects the probability in the state j after the given process in the state
i at an instant t has passed k units of time [34].

P{Xt+k = j |Xn = i}, k ≥ 1

The K-step shift probability is represented as P
(k)
ij . When k equals 1, it is called one-step

shift probability. The relation between k-step shift probability matrix P (k) and one-step shift
probability matrix P is given by

P (k) = Pk

We used the above relation to find the K-step probability distribution discussed in the next
chapter.

3.5.3 Stationary Distribution

The Markov chain can end up in stationary distribution, meaning the probability distribution
remains unchanged as time progresses. An important property of stationary distribution is that
it depends only on the transition matrix and not on the initial state vector [34]. A stationary
distribution for an N state Markov chain with transition probability matrix P is a row vector
π that satisfies

π = πP (1)
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Suppose the probability distribution for 5 states in a steady state is π = [π1, π3, π3, π4, π5].
Using transition matrix Ptransition discussed in section 3.5.1 and the steady state equation
mentioned above, we get

[π1, π2, π3, π4, π5] = [π1, π2, π3, π4, π5]


p11 p12 p13 p14 p15

p21 p22 p23 p24 p25

p31 p32 p33 p34 p35

p41 p42 p43 p44 p45

p51 p52 p53 p54 p55


π1p11 + π2p21 + π3p31 + π4p41 + π5p51 = π1 (2)

π1p12 + π2p22 + π3p32 + π4p42 + π5p52 = π2 (3)

π1p13 + π2p23 + π3p33 + π4p43 + π5p53 = π3 (4)

π1p14 + π2p24 + π3p34 + π4p44 + π5p54 = π4 (5)

π1p15 + π2p25 + π3p35 + π4p45 + π5p55 = π5 (6)

π1 + π2 + π3 + π4 + π5 = 1 (7)

Solving eq. 2,3,4,5,6 & 7, we get steady state distribution, π.

3.6 State Space of the System

Based on the dataset, we defined five states where an employee can be present or transition:
Working, Resign, Layoff, Retire and Promote.

1. Working: An employee can belong to a working state if he continues working at
an organisation without getting promoted. From our dataset, we calculated working
employees as

Working Employees = Total Active Employees - Promoted Employees

2. Resign: The resign state is derived based on factors such as employee satisfaction
score and termination reason. In our analysis, we have assumed that an employee can
be in resign state if the employee has a satisfaction score less than equal to 3 or if the
termination reasons are one amongst: Another position, career change, hours, maternity
leave - did not return, medical issues, more money, relocation out of the area, return to
school, unhappy.

3. Layoff: The layoff state is derived based on employee performance score. In our
analysis, we have assumed that an employee can be in a layoff state if the employee has
a performance score less than equal to 2.

18



4. Retire: An employee can be in retire state if the employee is retiring from the service.
Generally, employees aged more than 50 years belong to this category.

5. Promote: The promote state is derived based on factors such as employee performance
score. In our analysis, we have assumed that an employee can be in a promote state if
the employee has a performance score value of ’Exceeds’(Performance score id > 3).

We define the state diagram for our Markov chain based on the states discussed above. The
probability of transition from one state to another state depends on the transition matrix
defined for a particular group.

Working

Resign

Layoff

Retire

Promote

Figure 3.2: State Transition representation of the system.

The probability of transitioning from state Resign, Layoff, Retire and Promote to any other
state is zero; hence, they are known as terminal states. The transition matrix of the system
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based on the above state diagram is shown below.

Work Resign Layoff Retire Promote


Work p11 p12 p13 p14 p15

Resign p21 p22 p23 p24 p25

Layoff p31 p32 p33 p34 p35

Retire p41 p42 p43 p44 p45

Promote p51 p52 p53 p54 p55

To initialize the Markov chain, we define the initial probability vector as follows.

Pinit = [1, 0, 0, 0, 0]

Initially, we assigned random probability for all the five states: 1 for working and 0 for Re-
sign, Layoff, Retire and Promote states. The implementation of the above-mentioned initial
probability matrix and transition probability to construct the Markov chain is discussed in the
next chapter.
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4 Implementation

We have seen earlier that the Markov chain is a sequence of transitions between distinct states
in which the probabilities associated with each transition are solely determined by how the
process got to that state. Keeping this idea of the Markov chain in mind, we considered
employee records for the latest year, which turned out to be 2018.

After preprocessing the data, we dumped the dataset in the SQL database and ran SQL
queries for different cohorts. The employee distribution across different states for the year
2018 is shown below.

State Number of Employees
Working 1280

Resign 366

Layoff 239

Retire 46

Promotion 247

Total Employees 2178

Table 4.1: Employee distribution for the year 2018.

4.1 Based on Department

As discussed earlier, workforce planning helps organisations and their departments manage the
demand and supply of the workforce. Department-level forecasting can help departments man-
age positions, skills, tenure, and budgetary more efficiently. The dataset consists of six depart-
ments: Admin Office(DeptID=1), Executive Office(DeptID=2), IT/IS(DeptID=3), Software
Engineering(DeptID=4), Production(DeptID=5) and Sales department(DeptID=6).
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4.1.1 Admin Office

This department deals with administrative work of an organisation such as budgetary, le-
gal affairs, call for tenders, facilities and security. The employee distribution for the admin
department is shown below.

State Number of Employees
Working 63

Resign 7

Layoff 5

Retire 1

Promotion 0

Total Employees 76

Table 4.2: Number of employees in Admin department

4.1.2 Executive Office

This department includes key decision makers such as the CEO, CTO, CFO, President, Di-
rectors and Head of Departments. The employee distribution for the executive department is
shown below.

State Number of Employees
Working 20

Resign 4

Layoff 0

Retire 0

Promotion 0

Total Employees 24

Table 4.3: Number of employees in Executive department

4.1.3 IT/IS

This department deals with all the IT services and related security issues in the organisation.
This department’s positions include Network Engineer, Data Administrator and IT Support
Engineer. The employee distribution for the IT/IS department is shown below.
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State Number of Employees
Working 272

Resign 60

Layoff 30

Retire 9

Promotion 39

Total Employees 410

Table 4.4: Number of employees in IT/IS department

4.1.4 Software Engineering

This department deals with the development, testing, deployment and maintenance of the
software. It consists of many roles such as Software Engineer, Quality Assurance Engineer
and DevOps Engineer. We got the following values for this department.

State Number of Employees
Working 55

Resign 10

Layoff 8

Retire 0

Promotion 3

Total Employees 76

Table 4.5: Number of employees in Software Engineering department

4.1.5 Production

A production department is responsible for manufacturing goods. It can contain a few spe-
cialised functions with all other labour outsourced or a fully functional department that pro-
cesses raw materials, assembles components into completed things, and packages them. Some
of the positions in our dataset under this department are Production Technician and Produc-
tion Manager. The employee distribution for the production department is shown below.
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State Number of Employees
Working 670

Resign 258

Layoff 180

Retire 31

Promotion 172

Total Employees 1311

Table 4.6: Number of employees in Production department

4.1.6 Sales

A sales department in an organisation sells products or services to customers. A sales team
works collaboratively to create sales, boost profitability, and establish and maintain connec-
tions with consumers to drive repeat purchases. The sales department positions include Busi-
ness Development Executive, Area Sales Manager and Inside Sales Specialist. The employee
distribution for the sales department is shown below.

State Number of Employees
Working 200

Resign 27

Layoff 16

Retire 5

Promotion 33

Total Employees 281

Table 4.7: Number of employees in Sales department

4.2 Based on Age Group

Age is another factor based on which we are making predictions. Age-based forecasting helps
to take a more transparent look at the age of the workforce now and in future and therefore
helps identify groups with high average age, identify departments having a high number of
retirements in the future and form retirement policy [57]. We divided our employee dataset
into three age groups: 26 to 40 years, 41 to 60 years and more than 60 years. Since no
employee is less than 26 years for our target year 2018, we did not create age groups for
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employees who are less than 26 years. The employee distribution for the three age groups is
shown below.

State Number of Employees
Working 535

Resign 172

Layoff 119

Retire 0

Promotion 99

Total Employees 1162

Table 4.8: Number of employees in 26-40 age group

State Number of Employees
Working 515

Resign 169

Layoff 96

Retire 34

Promotion 104

Total Employees 918

Table 4.9: Number of employees in 41-60 age group

State Number of Employees
Working 51

Resign 18

Layoff 10

Retire 12

Promotion 7

Total Employees 98

Table 4.10: Number of employees in 60+ age group
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4.3 Based on Gender

Workforce planning on a gender basis ensures that there is gender equality and diversity
maintained in an organisation. The hiring team has broader options and a better chance of
securing top talent. Henson [58] explored that employees over the age of 50 are committed
to sacrifice and devotion, those in their 40s feel that hard effort would bring them success,
those in their 30s aim to manage work and family, and new workers in their 20s are tech
savvy with a realistic approach. Moreover, men and women bring different perspectives, and
when those perspectives come together, they produce better results. According to Kellogg
School of Management research, diversified workgroups generally outperform homogeneous
workgroups [59]. The employee distribution on a gender basis is shown below.

State Number of Employees
Working 821
Resign 166
Layoff 105
Retire 22

Promotion 97
Total Employees 1211

Table 4.11: Number of males employees

State Number of Employees
Working 459
Resign 200
Layoff 134
Retire 24

Promotion 150
Total Employees 967

Table 4.12: Number of female employees

4.4 Generating Transition Matrix

The employee distributions calculated above for different cohorts are used to create transition
matrices. As discussed in section 3.5, a transition matrix consists of transition probabilities
between states in a system.

We will consider the Admin department to see how the transition matrix is created. By using
the equation of conditional probability, we calculate all possible transition probabilities.
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P(Working/Working) = 0.8289 P(Resign/Working) = 0.0921
P(Layoff/Working) = 0.0657 P(Retire/Working) = 0.0131
P(Promote/Working) = 0

From the earlier discussed state transition diagram (Fig. 3.2) of our system, we can see that
Resign, Layoff and Promote are terminal states. Hence, the probability of transitioning to any
other states from these states is zero.

The probabilities of transitioning from Resign state to other states are

P(Working/Resign) = 0 P(Resign/Resign) = 1
P(Layoff/Resign) = 0 P(Retire/Resign) = 0
P(Promote/Resign) = 0

The probabilities of transitioning from Layoff state to other states are

P(Working/Layoff) = 0 P(Resign/Layoff) = 0
P(Layoff/Layoff) = 1 P(Retire/Layoff) = 0
P(Promote/Resign) = 0

The probabilities of transitioning from Retire state to other states are

P(Working/Retire) = 0 P(Resign/Retire) = 0
P(Layoff/Retire) = 0 P(Retire/Retire) = 1
P(Promote/Retire) = 0

The probabilities of transitioning from Promote state to other states are

P(Working/Promote) = 0 P(Resign/Promote) = 0
P(Layoff/Promote) = 0 P(Retire/Promote) = 0
P(Promote/Promote) = 1

Based on the above-mentioned probabilities, we construct the following transition matrix.

Working Resign Layoff Retire Promote


Working 0.8289 0.0921 0.0657 0.0131 0

Resign 0 1 0 0 0

Layoff 0 0 1 0 0

Retire 0 0 0 1 0

Promote 0 0 0 0 1

The first row and column in the above matrix represents working state, second row and column
represents resign state, third row and column represents layoff state, fourth row and column
represents retire state, and fifth row and column represents the promotion state. Similarly,
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we construct transition matrices for all the departments, age groups and genders which are
discussed in the next chapter.

4.5 Calculating Probability Distribution

Earlier, we discussed the initial probability vector in section 3.6

Pinit = [1, 0, 0, 0, 0]

We also discussed the concept of the K-steps transition matrix in section 3.5. We calculate
probability distribution at Kth step as

Pt+k = Pinit ∗ Pk
transition

Using the above two equations, we get

Pt+1 =
[
1 0 0 0 0

]

0.829 0.092 0.066 0.013 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

 =
[
0.829 0.092 0.066 0.013 0

]

Pt+2 = Pt+1 ∗ Ptransiton =
[
0.687 0.168 0.120 0.024 0

]
Pt+3 = Pt+1 ∗ Ptransiton =

[
0.570 0.232 0.165 0.033 0

]
Pt+4 = Pt+1 ∗ Ptransiton =

[
0.472 0.284 0.203 0.041 0

]
.

.

and so on...

Pt+10 = Pt+9 ∗ Ptransiton =
[
0.153 0.456 0.325 0.065 0

]
4.5.1 Employee Headcounts

We calculate the employee distribution for a particular group for a specific year using the
probability distribution of the group for the particular year. For example, to calculate the
employee distribution after two years (t+2) from the current year(2018), we multiply each
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state’s probability in the (t+2)th year distribution with the current employee strength of that
group.

Number of employees in working state = 0.687 * 76 = 52.12 ≈ 52
Number of employees in resign state = 0.168 * 76 = 12.76 ≈ 13
Number of employees in layoff state = 0.120 * 76 = 9.12 ≈ 9
Number of employees in retire state = 0.024 * 76 = 1.824 ≈ 2
Number of employees in promotion state = 0 * 76 = 0

4.6 Data and Code Availability Statement

The analyses in this study were conducted in Python using Jupyter Notebook. The dataset and
code is available on the Github repository (https://github.com/garvit1608/thesis). We used
Python libraries for data manipulation and visualisation, such as NumPy (https://numpy.org),
Pandas (https://pandas.pydata.org), Seaborn (https://seaborn.pydata.org) and Matplotlib
(https://matplotlib.org). We also used MS-Excel (https://www.microsoft.com/en-ie/
microsoft-365/excel) and SQL with MySQLWorkbench (https://www.mysql.com/products/
workbench) to find insights from the data.

4.7 Summary

To summarize, we started by finding the employee distribution for each cohort. We then used
these distributions to find the transition matrix for each cohort. For a particular group, we
multiplied its transition matrix with the corresponding initial probability vector to get their
probability distribution at time t+1. We then multiplied the probability distribution obtained at
time t+1 with the transition matrix to obtain the probability distribution at time t+2, and we
continued this step till we got the probability distribution for the 10th year, i.e. t+10. Lastly,
we used the probability distributions to calculate exact headcounts for different years.
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5 Results

We created the transition matrix for each of the scenarios. As discussed earlier, the rows of the
transition matrix depict the state at the time ’t’ and columns depict the state at the time ’t+1’.
Therefore, for all the transition matrices, a row will represent the current year while the column
will represent the state next year. Next, we derived each scenario’s probability distribution
for the next ten years using the initial probability distribution matrix, transition matrix, and
the Markov chain process discussed in the previous chapter. In our system, ’resign’(Re),
’layoff’(Lo), ’retire’(Rt) and ’promote’(Pr) are terminal states; therefore, the probability of
transitioning to any other states from these states is 0. Thus for all the transition matrices
that we will see further, the transition probabilities for any states from these states is 0. We
also looked for the stationary state distribution in each case.

5.1 Based on Department

5.1.1 Admin

The transition matrix for the admin department is shown in Fig. 5.1. The chances of an
employee continuing work are very high(82.89%), while there is less than a 10% chance that
an employee will resign(9.2%) and get laid off(6.5%) or retire(1%) in the next year. The
probability of an employee getting promoted next year is 0, which means there is a rare
possibility that an employee will get promoted next year.
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Wk Re Lo Rt Pr


Wk 0.829 0.092 0.066 0.013 0

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.1: Transition Matrix for Admin Department

Fig. 5.2 and Table 5.1 shows the probability distribution for the Admin department for the
next 10 years. The probability of an employee continuing work without getting promoted
decreases with time (blue line). The probability of an employee getting promoted in the next
10 years remains 0, but the chances of an employee resigning or being laid off increase. The
chances of an employee getting retired are increasing, but it is still very low even after 10
years(6.5%). Fig. 5.2 shows that all the curves are approaching to form the flat lines hence
the Markov chain will attain the stationary state sometime in future.

Figure 5.2: Forecasting probabilities of Admin department for next 10 years.
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Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0

t+1 0.829 0.092 0.066 0.013 0

t+2 0.687 0.168 0.12 0.024 0

t+3 0.57 0.232 0.165 0.033 0

t+4 0.472 0.284 0.203 0.041 0

t+5 0.391 0.328 0.234 0.047 0

t+6 0.324 0.364 0.259 0.052 0

t+7 0.269 0.394 0.281 0.056 0

t+8 0.223 0.418 0.298 0.06 0

t+9 0.185 0.439 0.313 0.063 0

t+10 0.153 0.456 0.325 0.065 0

Table 5.1: Probability distribution for Admin department for next 10 years.

5.1.2 Executive Office

Fig. 5.3 shows the transition matrix for the Executive Office. The chances of an employee
continuing work next year are very high(83.3%), while the chance of an employee being
laid off, retired or promoted is rare. The possibility of an employee resigning next year is
low(16.6%).

Wk Re Lo Rt Pr


Wk 0.833 0.1666 0 0 0

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.3: Transition matrix for Executive Office Department

Fig. 5.4 and Table 5.2 show the Executive department’s probability distribution for the next
ten years. The probability of an employee continuing work without getting promoted decreases
with time, while the likelihood that an employee will resign in the future increases with time.
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In fact, the rate of resignation becomes highest over a period of time. The probability of
an employee getting laid off, retired or promoted in the next ten years remains 0. Fig. 5.2
shows that ’working’ and ’resign’ curves are approaching to form flat lines, and the lines for
’resign’, ’layoff’ and ’retire’ states are straight from the beginning(probability = 0). Hence,
it is evident that the Markov chain will attain the stationary state around 20 years into the
future.

Figure 5.4: Forecasting probabilities of Executive department for next 10 years.

Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0
t+1 0.833 0.167 0 0 0
t+2 0.694 0.305 0 0 0
t+3 0.578 0.421 0 0 0
t+4 0.481 0.517 0 0 0
t+5 0.401 0.597 0 0 0
t+6 0.334 0.664 0 0 0
t+7 0.278 0.720 0 0 0
t+8 0.232 0.766 0 0 0
t+9 0.193 0.805 0 0 0
t+10 0.161 0.837 0 0 0

Table 5.2: Probability distribution for Executive department for next 10 years.

5.1.3 IT/IS

Fig. 5.5 represents the transition matrix for the IT/IS department. The chances of an
employee being in a working state are high(67.3%) for the next year compared to other states
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of resignation (14.8%), layoff(7.4%), retirement (2.2%) and promotion (8.1%).

Wk Re Lo Rt Pr


Wk 0.673 0.148 0.074 0.022 0.081

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.5: Transition matrix for IT/IS Department

Fig. 5.6 and Table 5.3 shows the IT/IS department’s probability distribution for the next ten
years. The probability of an employee continuing work without getting promoted decreases
with time, while the likelihood that an employee will resign, be laid off, retire or be promoted
in the future increases. Moreover, the possibility of resignation becomes highest after 4th year.
From Fig. 5.2, we found that all curves approach to form flat lines. Hence, it is evident that
the Markov chain will attain a stationary state sometime in the future.

Figure 5.6: Forecasting probabilities of IT/IS department for next 10 years.
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Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0

t+1 0.673 0.148 0.074 0.022 0.082

t+2 0.453 0.248 0.124 0.037 0.137

t+3 0.305 0.316 0.158 0.047 0.174

t+4 0.205 0.361 0.18 0.054 0.198

t+5 0.138 0.392 0.196 0.059 0.215

t+6 0.093 0.412 0.206 0.062 0.226

t+7 0.063 0.426 0.213 0.064 0.234

t+8 0.042 0.435 0.217 0.065 0.239

t+9 0.028 0.442 0.221 0.066 0.243

t+10 0.019 0.446 0.223 0.067 0.245

Table 5.3: Probability distribution for IT/IS department for next 10 years.

5.1.4 Software Engineering

Fig. 5.7 shows the transition matrix for Software Engineering Department. There are very
high chances that an employee will continue to work(73.3%) in the next year, while there is
extremely less possibility that an employee will retire(P(Retire/Working)=0) in the next year.
The chances that an employee will resign or get laid off next year are almost equal(13.3%
and 10% respectively). The possibility of getting a promotion next year seems significantly
less(2.7%).

Wk Re Lo Rt Pr


Wk 0.733 0.133 0.107 0 0.027

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.7: Transition Matrix for Software Engineering Department

Fig. 5.8 and Table 5.4 shows the Software Engineering department’s probability distribution
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for the next ten years. The probability of an employee continuing work without getting
promoted decreases with time, while the likelihood that an employee will resign, be laid off
or be promoted in the future increases with time. The probability that an employee will get
retire over the next ten years is 0. In the 4th year, we can see that the probability of an
employee continuing to work and being laid off becomes equal(0.28), which is higher than the
probability of promotion(0.06). An interesting point to notice is that the rate of resignation
and layoff becomes considerably high than other factors rate beyond 4th year. Fig. 5.2 shows
that all curves are approaching to form flat lines. Hence, it is clear that the Markov chain will
attain a stationary state sometime in the future.

Figure 5.8: Forecasting probabilities of Software Engineering department for next 10 years.

Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0

t+1 0.733 0.133 0.107 0 0.027

t+2 0.538 0.231 0.185 0 0.046

t+3 0.394 0.303 0.242 0 0.061

t+4 0.289 0.355 0.284 0 0.071

t+5 0.212 0.394 0.315 0 0.079

t+6 0.155 0.422 0.338 0 0.084

t+7 0.114 0.443 0.354 0 0.089

t+8 0.084 0.458 0.366 0 0.092

t+9 0.061 0.469 0.375 0 0.094

t+10 0.045 0.477 0.382 0 0.095

Table 5.4: Probability distribution for Software Engineering department for next 10 years.
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5.1.5 Production

Fig. 5.9 shows the transition matrix for Production Department. There are high chances that
an employee will continue to work(52.3%), while there is extremely less possibility that an
employee will retire(2.4%) in the next year. The chances that an employee will resign next
year is 20% which is comparatively less than the value for the working state. The possibility
of getting a promotion(11%) and being laid off(14%) next year seems less.

Wk Re Lo Rt Pr


Wk 0.523 0.201 0.140 0.024 0.110

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.9: Transition Matrix for Production Department

Figure 5.10: Forecasting probabilities of Production Engineering department for next 10 years.

37



Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0

t+1 0.523 0.201 0.141 0.024 0.111

t+2 0.274 0.307 0.214 0.037 0.169

t+3 0.143 0.362 0.252 0.043 0.199

t+4 0.075 0.391 0.273 0.047 0.215

t+5 0.039 0.406 0.283 0.049 0.223

t+6 0.02 0.414 0.289 0.05 0.228

t+7 0.011 0.418 0.291 0.05 0.23

t+8 0.006 0.42 0.293 0.05 0.231

t+9 0.003 0.421 0.294 0.051 0.232

t+10 0.002 0.422 0.294 0.051 0.232

Table 5.5: Probability distribution for Production Engineering department for next 10 years.

Fig. 5.10 and Table 5.5 shows the Production department’s probability distribution for the next
ten years. The probability of an employee continuing work without getting promoted decreases
with time, while the likelihood that an employee will resign, be laid off or be promoted in the
future increases. From the 2nd year onwards, the probability of an employee quitting and layoff
passes over working state probability. Such probability distribution shows that the production
engineering department needs some attention. Fig. 5.2 shows that all curves form flat lines
from the 7th year onwards. Thus, it is clear that the Markov chain will attain a stationary
state in the future.

5.1.6 Sales

Fig. 5.11 represents the transition matrix for the sales department. There are high chances
that an employee will continue to work(71.6%) in the next year, while there is significantly
less possibility that an employee will retire(1.8%) and be laid off(5.7%) in the next year. The
chances that an employee will get promoted is 11.1% which is comparatively less than the
value for the working state.
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Wk Re Lo Rt Pr


Wk 0.716 0.096 0.057 0.018 0.111

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.11: Transition Matrix for Sales Department

Fig. 5.12 and Table 5.6 represents the probability distribution for the sales department for the
next ten years. The probability of an employee continuing work is highest at the start(0.71),
but it decreases with time and reduces to the minimum(0.036) amongst all by the end of the
10th year. The probability of promotion increases with time, which means more employees
will get promoted in the coming years. The probability of resignation and layoff increases with
time, but these remain low(under 20%) throughout the prediction period. Fig. 5.12 shows
that all curves are approaching to form flat lines. Hence, it is clear that the Markov chain will
attain a stationary state in the future.

Figure 5.12: Forecasting probabilities of the Sales department for next 10 years.
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Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0

t+1 0.717 0.097 0.057 0.018 0.111

t+2 0.514 0.166 0.098 0.031 0.191

t+3 0.368 0.216 0.128 0.04 0.248

t+4 0.264 0.251 0.149 0.047 0.289

t+5 0.189 0.277 0.164 0.051 0.318

t+6 0.136 0.295 0.175 0.055 0.339

t+7 0.097 0.308 0.183 0.057 0.354

t+8 0.07 0.318 0.188 0.059 0.365

t+9 0.05 0.324 0.192 0.06 0.373

t+10 0.036 0.329 0.195 0.061 0.378

Table 5.6: Probability distribution for Sales department for next 10 years.

5.2 Based on Age Group

5.2.1 Age group 26-40

Fig. 5.13 represents the transition matrix for the youngest age group of an organization.
There are high chances that an employee will continue to work(57.8%), while there is less
possibility that an employee will resign(18.6%), be laid off(12.9%) or get promoted(10.7%)
in the next year. The probability that an employee will retire next year is 0. This also makes
sense since the employees in this age group are young and far from retirement.

Wk Re Lo Rt Pr


Wk 0.578 0.186 0.129 0 0.107

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.13: Transition matrix for 26-40 age group
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Figure 5.14: Forecasting probabilities of 26-40 age group for next 10 years.

Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0
t+1 0.578 0.186 0.129 0 0.107
t+2 0.334 0.293 0.203 0 0.169
t+3 0.193 0.356 0.246 0 0.205
t+4 0.112 0.392 0.271 0 0.225
t+5 0.065 0.412 0.285 0 0.237
t+6 0.037 0.424 0.294 0 0.244
t+7 0.022 0.431 0.298 0 0.248
t+8 0.013 0.435 0.301 0 0.251
t+9 0.007 0.438 0.303 0 0.252
t+10 0.004 0.439 0.304 0 0.253

Table 5.7: Probability distribution for 26-40 age group for next 10 years.

Fig. 5.14 and Table 5.7 represents the probability distribution for the 26-40 age group for the
next ten years. The probability of an employee continuing work is highest at the start(0.578),
but it decreases with time and reduces to the minimum(0.004) amongst all by the end of the
10th year. The probability of promotion increases with time, which means more employees will
get promoted in the coming years. On the contrary, the probability of resigning increases and
becomes considerably large(around 0.4) at the end of the 4th year. The probability of layoff
also increases with time, but it is considerably less than resign state probabilities. Fig. 5.12
shows that all curves are approaching to form flat lines. Hence, it is clear that the Markov
chain will attain a stationary state sometime in the future.
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5.2.2 Age group 41-60

Fig. 5.15 represents the transition matrix for an organisation’s 41 to 60 age group. There
are high chances that an employee will continue to work(56.1%), while there is less possibility
that an employee will resign(18.4%), be laid off(10.4%) or get promoted(11.3%) in the next
year. There is very less chance that an employee will retire next year(3.7%).

Wk Re Lo Rt Pr


Wk 0.561 0.184 0.104 0.037 0.113

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.15: Transition matrix for 41-60 age group

Figure 5.16: Forecasting probabilities of 41-60 age group for next 10 years.
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Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0

t+1 0.561 0.184 0.104 0.037 0.113

t+2 0.315 0.287 0.163 0.058 0.177

t+3 0.177 0.345 0.196 0.069 0.212

t+4 0.099 0.378 0.214 0.076 0.232

t+5 0.056 0.396 0.225 0.08 0.244

t+6 0.031 0.406 0.231 0.082 0.25

t+7 0.017 0.412 0.234 0.083 0.253

t+8 0.01 0.415 0.236 0.083 0.255

t+9 0.006 0.417 0.237 0.084 0.256

t+10 0.003 0.418 0.237 0.084 0.257

Table 5.8: Probability distribution for 41-60 age group for next 10 years.

Fig. 5.16 and Table 5.8 represents the probability distribution for the 41-60 age group for the
next ten years. We can see that the probability of an employee continuing work is highest at
the start(0.561), but it decreases with time and reduces to the minimum(0.003) amongst all
by the end of the 10th year. The probability of promotion increases with time, which means
more employees will get promoted in the coming years. The probability of resigning increases
and becomes considerably high 4th year onwards. The probability of layoff and promotion
increases at almost the same rate, but it is considerably less than resign state probabilities.
Fig. 5.12 shows that all curves are approaching to form flat lines around 10th year. Hence, it
is clear that the Markov chain will attain a stationary state in the future.

5.2.3 Age group 60+

Fig. 5.17 represents the transition matrix for the 60+ age group of an organization. There
are high chances that an employee will continue to work(52.0%), while there is less possibility
that an employee will resign(18.4%) or be laid off(10.2%) in the next year. The likelihood of
an employee retiring is 12.2%, while there is a significantly less chance that an employee will
be promoted next year(7.1%).
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Wk Re Lo Rt Pr


Wk 0.520 0.184 0.102 0.122 0.071

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.17: Transition matrix for 60+ age group

Fig. 5.18 and Table 5.9 represents the probability distribution for the 60+ age group for the
next ten years. We can see that the probability of an employee continuing work is highest at
the start(0.52), but it decreases with time and reduces to the minimum(0.001) amongst all by
the end of the 10th year. The probability of resigning increases and becomes considerably high
4th year onwards. This is the only case amongst all cases where the probability of an employee
getting retired increases at a considerable rate to become 0.25 at the end of 10 years. This
also makes sense since the employees in this age group are closer to the retirement age. The
probability of layoff and promotion increases at a slow rate and remains under 0.25 under the
observation period. Fig. 5.18 shows that all curves are approaching to form flat lines at the
end of the 8th year. Hence, it is clear that the Markov chain will attain a stationary state in
the future.

Figure 5.18: Forecasting probabilities of 60+ age group for next 10 years.
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Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0

t+1 0.520 0.184 0.102 0.122 0.071

t+2 0.271 0.279 0.155 0.186 0.109

t+3 0.141 0.329 0.183 0.219 0.128

t+4 0.073 0.355 0.197 0.236 0.138

t+5 0.038 0.368 0.205 0.245 0.143

t+6 0.02 0.375 0.209 0.25 0.146

t+7 0.01 0.379 0.211 0.253 0.147

t+8 0.005 0.381 0.212 0.254 0.148

t+9 0.003 0.382 0.212 0.254 0.148

t+10 0.001 0.382 0.212 0.255 0.149

Table 5.9: Probability distribution for 60+ age group for next 10 years.

5.3 Based on Gender

5.3.1 Male

Fig. 5.19 represents the transition matrix for the male employees of an organisation. There
are high chances that an employee will continue to work(67.7%), while there is less possibility
that an employee will resign(13.7%), be laid off(8.7%), or promote(8%) in the next year. The
likelihood of an employee retiring in the next year is least among all (1.8%).

Wk Re Lo Rt Pr


Wk 0.677 0.137 0.087 0.018 0.080

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.19: Transition matrix for Male employees
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Figure 5.20: Forecasting probabilities of Male group for next 10 years.

Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0

t+1 0.678 0.137 0.087 0.018 0.08

t+2 0.46 0.23 0.145 0.03 0.134

t+3 0.312 0.293 0.185 0.039 0.171

t+4 0.211 0.336 0.212 0.044 0.196

t+5 0.143 0.364 0.231 0.048 0.213

t+6 0.097 0.384 0.243 0.051 0.224

t+7 0.066 0.397 0.251 0.052 0.232

t+8 0.045 0.406 0.257 0.054 0.237

t+9 0.03 0.412 0.261 0.054 0.241

t+10 0.02 0.417 0.264 0.055 0.243

Table 5.10: Probability distribution for Male group for next 10 years.

Fig. 5.20 and Table 5.10 represents the probability distribution for the male employees for the
next ten years. We can see that the probability of an employee continuing work is highest at
the start(0.678), but it decreases with time and reduces to the minimum(0.02) amongst all
by the end of the 10th year. The probability of resigning increases and becomes considerably
high(around 0.4) at the end of the 8th year. The probability of layoff and promotion increases
at almost the same rate, but it is considerably less than resign state probabilities. Fig. 5.12
shows that all curves are approaching to form flat lines. Hence, it is clear that the Markov
chain will attain a stationary state sometime in the future.
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5.3.2 Female

Fig. 5.21 represents the transition matrix for the female employees of an organisation. There
are high chances that an employee will continue to work(47.5%), while there is relatively less
possibility that an employee will resign(20.7%), be laid off(13.9%), or get promoted(15%)
in the next year. The likelihood of an employee retiring in the next year is least among all
(2.5%).

Wk Re Lo Rt Pr


Wk 0.475 0.207 0.139 0.025 0.155

Re 0 1 0 0 0

Lo 0 0 1 0 0

Rt 0 0 0 1 0

Pr 0 0 0 0 1

Figure 5.21: Transition matrix for Female employees

Figure 5.22: Forecasting probabilities of Female group for next 10 years.

Fig. 5.22 and Table 5.11 represents the probability distribution for the female employees
for the next ten years. The probability of an employee continuing work is highest at the
start(0.475), but it decreases with time and reduces to the minimum(0.001) amongst all by
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Year Working Resign Layoff Retire Promote
t = 0 1 0 0 0 0
t+1 0.475 0.207 0.139 0.025 0.155
t+2 0.225 0.305 0.204 0.037 0.229
t+3 0.051 0.374 0.25 0.045 0.28
t+4 0.024 0.384 0.257 0.046 0.288
t+5 0.011 0.389 0.261 0.047 0.292
t+6 0.005 0.391 0.262 0.047 0.294
t+7 0.003 0.393 0.263 0.047 0.294
t+8 0.001 0.393 0.263 0.047 0.295
t+9 0.001 0.393 0.263 0.047 0.295
t+10 0.001 0.393 0.263 0.047 0.295

Table 5.11: Probability distribution for Female group for next 10 years.

the end of the 10th year. The probability of resigning increases and becomes considerably
high(around 0.4) at the end of the 5th year. The probability of layoff and promotion increases
at almost the same rate, but it is considerably less than resign state probabilities. Fig. 5.12
shows that all curves are approaching to form flat lines. Hence, it is clear that the Markov
chain will attain a stationary state sometime in the future.

5.4 Calculating Employees Headcounts

As discussed in the methods of calculating probability distributions, the probabilities can be
converted to an exact number by multiplying the probability for a particular state and year
with the total number of employees in that particular category. For example, consider Table
5.11, which shows probability distributions for female employees for ten years. From Table
4.12, we know that the total number of female employees in the organisation is 967. Let us
say we want to calculate the employee strength across different states for the year ’t+3’.

Number of female employees continuing working = 0.051 * 967 = 49.31 ≈ 49
Number of female employees resigning = 0.374 * 967 = 361.65 ≈ 362
Number of female employees laid off = 0.25 * 967 = 241.75 ≈ 242
Number of employees retiring = 0.045 * 967 = 43.51 ≈ 43
Number of employees being promoted = 0.28 * 967 = 270.76 ≈ 271

Similarly, we can find out the number of employees for any year and any of the discussed
scenarios.
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6 Discussion

The results project the year-wise trend of employees resigning, getting laid off, retiring and
being promoted for the given organisation for ten years starting from 2018 across different
departments, age groups and gender. For all the cases, we found that the probability of
continuing to work decreases with time while the probability of resignation, layoff, retirement
and promotion increases. In most cases, the rate of resignation is higher than the rate for
other factors. Also, there is a considerable growth rate in a layoff in all cases. These two
factors are necessary to address to maintain employee strength. The promotion rate remains
less than 20% in almost every case over the span of ten years. The retirement rate remained
the lowest (less than 10%) of all in most of the cases. We can see that all the cases will
attain the stationary state sometime in future.

At an organisation level, this means that there is a high chance that more employees will be
resigning in the future. More employees leaving implies that the employees are not satisfied
with their work or the department’s culture, and hence the HR department should form
necessary policies to retain such employees. Low wage rates, inability to cope with early
career work stress and frustration due to stagnation in the current role are some of the
reasons for employee turnover [60]. Layoffs are also a matter of concern for an organisation.
One reason for layoffs is that the employees are not performing well, so the HR department
should focus on organising skills-related training sessions for employees. Another reason for
the layoffs can be to improve the financial performance of the organisation [61]. Again,
a thorough introspection and specific policies need to be implemented to ensure that such
crises do not arise again. According to Campbell [62], promotion in organisations serves two
purposes: assigning individuals into roles for which their talents and capabilities are best suited
and rewarding prior performance with increased pay and rank in the company. Decent growth
in the promotion rate will imply that both purposes are met. The HR department should
ensure that deserving employees get promoted and implement necessary performance review
policies.

The analysis of this study could help the Human resource department to find the gaps related to
promotion, retirement, layoffs and resignations and hence can help them to form their policies
diligently. However, there are certain limitations to this thesis. Firstly, our Markov chain

49



model does not take inflows into account. We are projecting future employee strength based
on current employee strength without taking factors such as hiring, return from sabbatical
and return from maternity leave into account. Secondly, there could have been more features
in the dataset that we could have considered to get some better results. Next, in our research,
we are projecting the absolute probability distribution of different states for over ten years, but
these distributions might change due to certain external factors. Hence, the proposed model
might not be robust to accommodate the reasonable and fluctuating probabilities caused by
external factors.
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7 Future Work

As discussed in section 1.3, the scope of our study was limited to projecting future workforce
trends for ten years, and we have adequately covered the scope. This thesis could be a
starting point for someone interested in exploring workforce forecasting using Markov chain
analysis. There is an evident amount of work available on workforce planning, but a holistic
study of workforce planning considering inflows, outflows and sensitivity analysis is rarely
available.

Using the supply(inflow) data to develop the workforce strategy is the first future work that
could be taken into consideration. The dataset used in our analysis lacked information about
the inflow of employees. As per the suggestion of Dr Honari, I tried looking for alternate ways
to incorporate the inflows, but due to limited time, I was not able to make progress in that
direction. If given more time, I would like to explore the possibilities of incorporating inflows
in this study.

We could also do the perturbation or sensitivity analysis of the required workforce planning
strategy due to variation on both supply and demand sides. The perturbation in the parameters
could take place due to certain exogenous factors. Matrix calculus is an appealing method for
determining the sensitivity and elasticity of parameter perturbations for Markov chain models
[63]. The sensitivity of the steady-state performance can also be studied using realization
factors, performance potentials, and the group inverse of the infinitesimal generator [64].
Sensitivity analysis can increase the reliability and confidence intervals of predictions of our
model.
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