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Abstract 
A fast method for electric field integral equation to evaluate the signal attenuation at 
970MHz is described here. An 700-meter, two-dimensional terrain profile is used with the 
approximation of perfectly electrically conducting (PEC) segments. The proposed 
algorithms are not working as expected. The detailed steps of implementing EFIE method is 
descried as well as other fast method of solving EFIE. The reasons of divergence are 
discussed.  
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1. Introduction 

1.1 Motivation 

With the increasing number of all kinds of applications on mobile phones, the requirement 
for wireless communication is also increasing dramatically. How to plan the antennas with 
transmitters to coverage area as much as possible with good quality signal strength is the 
problem that every system designer needs to solve. Electric Field Integral Equation(EFIE) 
calculates electric field strength with the terrain profile. The project is motivated by the 
paper[14] written by Professor Dr. Éamonn Ó Nualláin. The paper proposed a fast method 
that leads to an accurate result of electric field strength. This method significantly reduces 
the time of calculating the electric field strength over an area. A fast method using iterative 
methods is proposed in the project. 

1.2 Project Goal 

The goal of the project is to provide a fast method that will implement iterative methods 
Jacobi method, and the Gauss-Seidel method to solve the Electric Field Integral Equation 
(EFIE) to reduce the running time of the program used to solve the EFIE. Few other goals 
need to be achieved to support the knowledge of the topic area. 

1. Research state of the art in the area of wireless communication. 

2. Research the models for predicting the attenuation of the signal. 

3. Research the statistics characteristics of the signal fading. 

4. Research on the Cognitive Radio and Radio environment map. 

2. State of Arts 
In the chapter, we will introduce some core conceptions about the attenuation 
characteristics of radio transmission, such as path loss, shadowing, and fading. We will also 
discuss the models used to help the communication system designers predict the signal 
strength with the given distance or the transmitter's coverage. Section 1 includes some 
basic ideas about the composition of a communication system. In section 2, we will go 
through the different propagation characteristics of the communication system along with 
the models and statistic tools used to predict the attenuation. In section 6, A multi-
dominate database REM, which stands for Radio Environment Map, is introduced as well as 
how the REM can be used to improve the usage of the spectrum and other benefits. Also, 
some unsolved problem related to REM is discussed. Last but not least, the Electrical Field 
Integral Equation (EFIE) is introduced and its drawbacks. 



2.1 Wireless Communication 

A Wireless Communication system is an information transmission system without using 
any electric conductors, like wires, or cable, when it propagates from the source to the 
destination in the form of electromagnetic waves. Some fundamental conceptions used in a 
wireless communication system are introduced. 

2.1.1 Wireless Channel 

Wireless Channel is the critical concept for understanding how we could design a wireless 
system and operate a wireless system and also how we could do an analysis of a wireless 
system. In Claude Shannon's paper [1], A generic architecture communication system is 
introduced. An information source tries to send the message to a destination. The message 
is converted to a signal that suits the transmitter, which will send the converted signal 
through the channel. The channel will modify the signal unpredictably sent by the 
transmitter. And then, the receiver at the end of the destination receives the converted and 
modified signal. The receiver is designed to resort signal and then deliver the message to 
the destination so there will be fewer errors in the message.  

 

    Figure 2.1 Generic Architecture communication system, source from [3]      

From Figure 2.1, the diagram between transmitter and receiver is treated as the channel. 

2.1.2 Electromagnetic Spectrum 

Spectrum is the radio source, the basic resource used by the wireless communication 
system. In real practice, the frequency range of the Spectrum is from 3𝑘𝐻𝑧 up to 300𝐺𝐻𝑧, 
with the corresponding wavelength from 100𝑘𝑚 to 1𝑚𝑚, respectively, using the equation 
followed by 

𝜆 =
𝑐
𝑓 

where the c is the wave speed with a given medium, such as air, we can treat it as light 
speed in a vacuum with the approximate value 3 × 108 𝑚/𝑠.  



The electromagnetic spectrum can be divided into different frequency bands [3].     
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Different bands of the spectrum can have different uses. For example, SHF can be used in 
radar, and UHF can be used to propagate the signal to the television. In this paper, we will 
only consider VHF and UHF bands.  

2.1.3 Noise Source of the Channel 

From Figure 2.1, which can be used to represent Shannon's generic architecture of wireless 
communication systems, we can see that the noise in the wireless channel is the primary 
source of the interference that modifies the signals during the transmission. The noise 
source in the wireless environment can be divided into two parts[3], Multiplicative noise 
and Additive noise. The Additive noise is defined as those caused by 1) receiver generating 
within itself. 2) external sources, for example, the atmospheric effect, cosmic radiation, and 
other interference from other electrical appliances. 3) The reused channel is applied to 
maximize the usage of the systems. Multiplicative noise is encountered in how the 
electromagnetic waves are transmitted from the transmitter to the receiver. The noises can 
be generated as the following: 1) The directional characteristics of the transmitter and 
receiver. 2) the reflection from the smooth surfaces like hills. 3) Absorption is caused by 
clutters like trees and the atmosphere between the transmitter and receiver. 4) Scattering 
arises from the rough surface, rough ground, like the sea surface. 5) Diffraction 
encountered on the edge of the obstruction during the transmission and 6) Refraction that 
the different materials of the medium.  

In the last section, we have introduced how multiplicative noise is generated. In summary, 
multiplicative noise can be divided into three main types of fading. They are 1) Path Loss, 2) 
Shadowing, and 3) Fast fading (mainly small-scale fading), and we will talk about each of 
these three types of fading in the rest of the sections. The total signal can be treated as the 
superposition of Path Loss, Shadowing (large-scale fading), and Fast fading (small-scale 
fading, small-scale fading is not equal to fast fading). 



 

    Figure 2.2, Superposition of the signal source from [3]      

2. Path Loss 

In this section, we will introduce some basic propagation models to calculate the range of 
wireless communication systems, considering path loss only. We can use them as an 
approximate model to estimate the path loss in the real world.  

Path Loss is the power loss between two antennas when the signal is transmitted from 
transmitter to receiver. It is defined as the ratio of the power of transmitted from the 
transmitter to the power of receiver receives as equation (2.2).  

𝑃𝑎𝑡ℎ 𝐿𝑜𝑠𝑠, 𝐿 =
𝑃𝑇𝐺𝑇𝐺𝑅

𝑃𝑅𝐿𝑇𝐿𝑅
 



Where the 𝑃𝑇 is the transmitter's power, 𝐺𝑇 is the power gain from the transmitter side. 𝐺𝑅 
is the power gained from the receiver. 𝑃𝑅 is the power received by the receiver. 𝐿𝑇 and 𝐿𝑅 
are the internal loss of power.  

In the following sections, we will introduce propagation models to help calculate the radio 
system's maximum range without considering the other two fadings. By using these 
models, the system designer can have a good overview of the signal coverage of the 
transmitter. 

2.2.1 Free Space Path Loss 

The Free Space Path Loss model is the basic model in the condition that there are no 
obstacles between the transmitter and receiver. It is the simplest model, and equation 
(2.2.1) is the free space loss in decibels[3] 

𝐿𝐹 = 32.4 + 20 𝑙𝑜𝑔𝑅 + 20 𝑙𝑜𝑔𝑓𝑀𝐻𝑧  

Where R is the distance from the transmitter antenna to the receiver in kilometers, 𝑓𝑀𝐻𝑧 is 
the frequency of the signal in megahertz. The Eq(2.2.1.1) is the Friis transmission 
formula[2] in the decibel description. The Friis transmission formula is shown below: 

𝑃𝑡

𝑃𝑟
= (

4𝜋𝑟
𝜆 )

2

 

Where the ratio of 𝑃𝑟 and 𝑃𝑡 is the path loss definition, 𝑟 is the distance between antennas. 𝜆 
is the signal's wavelength, also can be written as 𝑐

𝑓
. Then the formula can be rewritten as  

𝑃𝑡

𝑃𝑟
= (

4𝜋𝑟𝑓
𝑐 )

2

 

 

 The formula is suggested the path loss in the free space only. 



 

    Figure 2.1 Free Space Path Loss Model, Path Loss[dB] vs Distance[km]       

Figure 2.1 shows the Path Loss versus Distance using the Eq (2.2.1.1) with a frequency 
value of 970MHz. The X-axis represents the distance R in kilometers while thy y-axis 
represents the power loss but takes the negative values to show the loss of power. This 
figure shows that the path loss increases with the distance increase, and the curve's trend 
follows the logarithm tendency.  

The Free Space Path Loss is calculated as the minimum loss for the given distance in the 
practical consideration, which means that the path loss during the transmission between 
two antennas (transmitter and receiver), the minimum power loss is calculated. Therefore, 
the maximum range of the transmitter can provide coverage, in theory, can be discovered.  

2.2.2 Plane Earth Loss 

In this section, we will introduce another basic propagation model to calculate the path loss 
called Plane Earth Loss Model. This model considers a more practical transmission 
situation that considers the ground reflection of electromagnetic waves. The Eq(2.2.2.1) is 
the Plane Earth Loss Model in the decibels form. 

𝐿𝑃𝐸𝐿 = 40 𝑙𝑜𝑔𝑟 − 20 𝑙𝑜𝑔ℎ𝑚 − 20 𝑙𝑜𝑔ℎ𝑏 



Where 𝑟 is the distance between the base station and mobile station, ℎ𝑚 is the height of the 
mobile station, and ℎ𝑏 is the height of the base station. However, the equation is only the 
approximation-based assumption. We can see that Eq (2.2.2.1) is independent of frequency.  

 

    Figure 2.2 Plane Earth Path Loss Model, Path Loss[dB] vs Distance[m]       

Figure 2.2 shows the path loss versus distance in the meter that uses the Plane Earth model 
to predict. The base station height is 30m, and the mobile station is 1.5m, with the same 
frequency at 970MHz. Then we take the negative values to represent the loss of power. The 
power loss increases with the distance increases. It has the same tendency as Free Path 
Loss Model. 

The assumption needs to be mentioned for Eq(2.2.2.1). The assumption is that the height of 
both base station and mobile antennas are small compared to 𝑟 , the distance between the 
base station and mobile.  

ℎ𝑚, ℎ𝑏 << 𝑟 

With this assumption, we can get the simplified path difference between the reflection path 
and the direct path, which is  



(𝑟2 − 𝑟1) ≈
2ℎ𝑚ℎ𝑏

𝑟  

The Eq(2.2.2.2) is the difference between the reflection and direct paths calculated using 
image theory. The image theory indicates that we can treat the reflected ray from the other 
transmitter in the mirror symmetry position of the actual transmitter. As shown below 

 

    Figure 2.3 Image theory diagram, source from [3]       

Therefore the different path length of the reflection path and direct path can be described 
as follow. 

𝑟2 − 𝑟1 = 𝑟 [√(
ℎ𝑏 + ℎ𝑚

𝑟 )
2

+ 1 − √(
ℎ𝑏 − ℎ𝑚

𝑟 )
2

+ 1] 

Moreover, due to this assumption, we can assume that the amplitudes of the 
electromagnetic wave can be treated as identical[3]. 

The Plane Earth Path Loss model is not accurate in practical. The model is only applicable 
to long distances as the assumption mentioned above.  

2.2.3 Okumura-Hata Model 

Okumura-Hata Model is the empirical model used to predict propagation loss in a wide 
area. The complexity of the radio environment in a wide area can be high, and the models 
we mentioned in the previous section are impossible to handle. In the typical situation, we 
use Terrestrial Fixed Links propagation prediction when calculating the propagation loss 
between two antennas. In this method, we need the path profile, which contains the details 
of the terrain profile between two antennas. However, the amount of data in the terrain 
profile can be enormous in wide areas, so that the computation efforts can be very high. 



Therefore, for those engineers who need to predict that path loss over the area, an 
empirical method is more suitable to use. That is why we introduce the empirical model, 
and the Okumura-Hata Model is the most widely-used and accepted empirical model used 
in a wide area today. 

The simplest empirical path loss model is described as follows in decibels form 

𝐿 = 10𝑛 𝑙𝑜𝑔 𝑟 + 𝐾 

where 𝑟 is the distance between the base station and the mobile. Where 𝐾 = −10𝑙𝑜𝑔10𝑘, k 
can be considered the propagation loss in 1 meter. Moreover, n is the path loss exponent, 
which depends on the communication system environment parameters such as the base 
station's height. Free Space Path Loss and Plane Earth Path Loss can be described in this 
way. 

The Okumura-Hata model was introduced by Okumura[4] firstly, and Hata[5] made a 
series of approximations that made the model more computable. The model is based on the 
data measured in Tokyo, with the frequency range between 150𝑀𝐻𝑧 to 1500𝑀𝐻𝑧. To use 
the Okumura-Hata model to predict a large wide area, we need to consider the type of area 
we want to predict. In both papers, Okumura[4] divide the area into three different 
categories: Urban Area, Suburban Area, and Open Area. The table below has detailed the 
definition of the different areas: 

Area 
Categories 

Definition 

Open Area The area that has no tall trees, tall buildings in the path of transmission, 
such as farmland 

Suburban 
Area 

Villages or motorways with scattered buildings like trees or houses will 
have obstacles between the paths. 

Urban Area Cities or towns with many buildings, houses, or large villages with tall 
trees. Also, the size of the cities is a factor taken into account. The large city 
means those cities where the average building height is above 15 m while 
the other cities where the average building height is below the 15m are 
called small or medium cities. 

The mathematics expression for different categories of the area is different. The formulas 
following is the predictions of path loss calculated using Hata[5] approximations: 

For Urban Areas: 

𝐿𝑑𝐵 = 𝐴 + 𝐵 𝑙𝑜𝑔𝑅 − 𝐸 

For Suburban Areas: 

𝐿𝑑𝐵 = 𝐴 + 𝐵 𝑙𝑜𝑔𝑅 − 𝐶 

For Open Areas: 

𝐿𝑑𝐵 = 𝐴 + 𝐵 𝑙𝑜𝑔𝑅 − 𝐷 



Where 

𝐴 = 69.55 + 26.16 ⋅ 𝑙𝑜𝑔𝑓𝑐 − 13.82 ⋅ 𝑙𝑜𝑔ℎ𝑏 

𝐵 = 44.9 − 6.55 ⋅ 𝑙𝑜𝑔ℎ𝑏 

𝐶 = 2 (𝑙𝑜𝑔 (
𝑓𝑐

28))
2

+ 5.4 

𝐷 = 4.78(𝑙𝑜𝑔𝑓𝑐)2 − 18.33𝑙𝑜𝑔𝑓𝑐 + 40.94 

 

Where 𝑓𝑐 and ℎ𝑏 are the base station's frequency and height, respectively, there is a 
validation range of these two parameters, which is that 150𝑀𝐻𝑧 ≤ 𝑓𝑐 ≤ 1500𝑀𝐻𝑧 while 
30𝑚 ≤ ℎ𝑏 ≤ 200𝑚. R is the distance of the path, which needs to be not less than 1km and 
up to 20km to be valid to use the formula, and ℎ𝑚 is the height of the mobile station, which 
the valid range needs to be within 1 − 10 𝑚.  

For the Urban Area, since there are two other subdivisions of small and medium cities and 
large cities, 𝐸 has a different equation:  

For medium to small cities 

𝐸 = (1.1 ⋅ 𝑙𝑜𝑔𝑓𝑐 − 0.7)ℎ𝑚 − (1.56 ⋅ 𝑙𝑜𝑔𝑓𝑐 − 0.8) 

While the radio environment of the large cities is more complex than that of the medium 
and small cities, 𝐸 for large cities has another two equations for different ranges of the 
frequency value. The formula shows as follows: 

For the frequency range from 150𝑀𝐻𝑧 ≤ 𝑓𝑐 ≤ 200𝑀𝐻𝑧  

𝐸 = 3.2(𝑙𝑜𝑔(11.75ℎ𝑚))2 − 4.97 

For the frequency range from 400𝑀𝐻𝑧 ≤ 𝑓𝑐 ≤ 1500𝑀𝐻𝑧  

𝐸 = 8.29(𝑙𝑜𝑔(1.54ℎ𝑚))2 − 1.1 

Figure 2.4 shows the results of different city types with frequency 970𝑀𝐻𝑧, base station 
height ℎ𝑏 = 50𝑚, and the height of mobile station ℎ𝑚 = 1.5𝑚. The values take as negative 
to show power loss. When calculating the path loss using the Okumura-Hata model, we set 
the R range as 1𝑘𝑚 − 20𝑘𝑚.  



 

 Figure 2.4 Hata-Model Path Loss [dB] vs Distance[km]      

From the graph, we can see that the path loss increases when the distance increases in 
general. Surprisingly, the result shows that the path loss of a Large city is very close to that 
of a Medium Small city (the line (blue line) of the medium-small city that indicates the path 
loss is blocked by the line (Orange) of a large city, the line at the bottom). Also, we can see 
that the path loss increases with urbanization. The very top purple line in the figure is the 
line that shows the path loss in the Open Area. Compared to the other three lines, Open 
Area has less path loss while Suburban Area, the yellow line, takes the second place in path 
loss. In the Suburban area, the path loss is greater than the path loss in Open Area, but less 
path loss when compared to the Urban area, no matter the size of the cities. 

As mentioned before, the Okumura-Hata model is based on the data measured from Tokyo 
city, and the other cities in the rest of the world have different characteristics. That may 
cause a small error in prediction if using the model to predict the path loss in other cities. 
However, the Okumura-Hata model is easy to use when designing a real-world system and 
is used as the standard model to measure and compare new models. This model is widely 
accepted and used in some commercial tools to make predictions [3].  



2.2.4 Longley-Rice Model 

Another model called the Longley-Rice Model is proposed to predict the path loss in a more 
complex terrain profile and environment parameters. The model is known as the Irregular 
terrain model(ITM). The Longley-Rice model was published in the report[10] in 1968, 
including the computer program. The frequency range starts from 20 𝑀𝐻𝑧 to 20 𝐺𝐻𝑧 and 
extends from 1 𝑘𝑚 to 2000 𝑘𝑚. And the Antennas height ranges from 0.5𝑚 to 3000𝑚 . 

The Longley-Rice model does not require detailed characteristics of the environment in the 
channel. Instead, it uses statistical estimation to describe the overall attenuation of the 
signal. Therefore other parameters[13] related to the environment need to be provided 
based on the actual situation 

1. Terrain irregularity parameter 𝛥ℎ is the full range of height above the sea level after 
removing the first 10% lowest and lastest 10% highest height. 

  Figure 2.5 below shows a table of the different parameters used in different 
situations. 

   

   Figure 2.5 Suggested values for Terrain Irregularity Parameter, source [13]      

1. The electrical ground constants which is the relative permittivity and the 
conductivity of the ground 

  Figure 2.6 shows the table from the report [13] suggesting the value that should be 
taken based on different situations. 



   

   Figure 2.6 Suggested values for Electrical Ground Constants, source [13]      

2. The surface refractivity, which is the constant of the characteristics of the 
atmosphere 

3. The climate has a close relation with surface refractivity. 

  Figure 2.7 shows the table from the report[13] representing the composition of 
surface refractivity and climate.  

   Figure 2.7 Suggested values for climate and surface refractivity, source [13]      

There are still other parameters that we need to choose if we want to use the Longley-Rice 
model, but we will not be going to talk about more details. 

2.2.5 Summary 

Path loss is an important parameter to ensure that the receiver can receive the signal sent 
by the transmitter. When the power of the transmitter and the receiver's sensitivity is 
generally settled, the path loss can be used to calculate how far away a receiver can be set 
up. So far, we have gone through three easy-implement but important path loss models to 
help us calculate the path loss: Free Space Path Loss, Plane Earth Path Loss, Okumura-Hata 
Model, and Longley-Rice Model. The free space path loss model is the basic model used as 
the minimum prediction path loss model, and also, it is used in the other three models we 
mentioned. The free space path loss model is the path loss between transmitter and 
receiver with no obstacles. 

In comparison, the Plane Earth Path Loss takes the ground reflection wave into account 
with the direct wave. The reflection on the ground can cause more power loss, but it is 
independent of frequency. The Okumura-Hata model is an empirical model used to 
calculate the path loss in a large area. It takes more details into the formula and has a 
different correction on the different types of the areas, such as Urban Area, Suburban Area, 
and Open Area. Urban Area can be split into a large city and medium_small city, and for the 
formulas of a large city, the different frequencies can have different corrections on the 
formula. Nevertheless, in the real world, due to the difference in the path of propagation, 
the path loss can be different with the number of obstacles along the path within the given 



range. Longley-Rice model describes a more complex environment (such as different 
topography and climates) attenuation of the signal by applying statistical estimation. 

2.3 Large-Scale Fading 

In the last section, we discussed path loss during the transmission. When we talk about 
path loss, it is treated as the environment alongside the different paths being the same, but 
in the real world, that is not correct. Each path may have different sizes of buildings and 
different numbers of trees from other paths of the signal transmission area so that the 
power loss caused by extra clutter can vary. If fewer obstacles are alongside the path, the 
receiver will receive a more robust signal. In contrast, if there are more obstacles, the 
power that the signal carries to the arrived receiver will be weaker. The process is called 
Large-Scale Fading or Shadowing.  

The book[3] Chapter 9.2 states an experiment measuring the signal around the base station 
at the given distance, the signal received by the receiver. Figure 2.8 below shows how the 
signal level which has been normalized varies with the distance and substracted the 
empirical model of path loss, which we have talked about in the Path Loss section,  

 

 Figure 2.8 Variance of Large-Scale fading with the mobile position at a fixed 
distance, source[3]      



we can see that the Probability density function of shadowing can be represented as log-
normal distribution, which is also a Gaussian distribution, the Figure 2.9 below shows the 
probability density function of the shadowing level measured in decibels.  

 

 Figure 2.9 Probability Density Function vs. Shadowing level source[3]      

The standard deviation of the distribution is called location variability[3] 𝜎𝐿, which 
depends on the area, such as the environment (open area, suburban or urban). 

2.4 Small-Scale Fading 

2.4.1 Multipath propagation 

Small-Scale fading is caused by multipath propagation, which means the electromagnetic 
waves radiated from the transmitter can arrive in different paths but the same receiver. 
These different paths can be caused by the waves reflecting or scattering from objects such 
as buildings located on the other path where the signal wave is transmitted. Because of 
these reflections and scattering, serval waves arrive at different times with different 
amounts of energy loss caused by reflecting and scattering. The waves can have different 
phases and amplitudes. These will lead to constructive and deconstructive interference on 
the waves that the receiver receives.  



2.4.2 NLOS & LOS 

The complexity of the multipath propagation means that if we want to predict this type of 
fading, we need detailed knowledge of parameters in this radio system, such as the 
characteristics of electromagnetic waves from different paths. So typically, statistical tools 
are used to predict this type of fading.  

There are two different situations of multipath propagation. One is called non-line-of-sight 
(marked as NLOS), while the other is called line-of-sight (marked as LOS). The difference 
between NLOS and LOS is if there is a direct path from transmitter to receiver. If so, the 
situation is categorized as LOS. If not, then the situation is treated as NLOS. Different 
situations have different statistical tools. The figures below show the LOS (Figure 2.10) and 
NLOS (Figure 2.11). 

 

 Figure 2.10 Line-on-sight          



 

Figure 2.11 None-line-on-sight       

2.4.3 Rayleigh Distribution 

In the NLOS situation, the Rayleigh distribution is a perfect approximation for measuring 
the fading amplitude of the electromagnetic waves that arrive at the receiver. The 
Probability Density Function of Rayleigh distribution is described in mathematics below 

𝑃(𝑟) = (
𝑟

𝜎2) ⋅
− 𝑟2

2𝜎2
 

The signal of electromagnetic waves can be described in complex number as below[3] 

𝛼 = 𝑥 + 𝑗𝑦 

where 𝑟 is the magnitude of |𝛼| = √𝑥2 + 𝑦2 and 𝜎 is the standard deviation of either the 
real part of 𝛼 or the imaginary part.  

Since we can consider that there are enough waves in propagation and they are 
independent from each other, the distribution of either real part or the imaginary part can 
be considered as normal distribution with zero means and unit standard deviation after 
normalizing all of the values. The Rayleigh distribution, therefore, describes the magnitude 
of the waves, which is the fading amplitude distribution.  

2.4.4 Rice Distribution 

In the LOS situation, the receiving signal can be treated as composed of NLOS about 
random multipath propagation with its Rayleigh Distribution Amplitude and the LOS 
propagation which takes the main part of the power that arrives receiver, because the 



propagation power loss under LOS only considers the path loss and shadowing. Therefore 
it can not be used in the NLOS situation since the distribution is not fitting on either the 
theoretical inferences we mentioned above or the measurement as shown in Figure below. 

Therefore we need to find new statistical tools to predict the impact of the multipath 
propagation under the LOS situation. The Rice Distribution can describe such fading 
accurately. The Probability Density Function of Rice Distribution[6] is written below 

𝑃(𝑟) =
𝑟

𝜎2 𝑒−(𝑟2+𝑠2)/2𝜎2𝐼0 (
𝑟𝑠
𝜎2) 

Where 𝜎2 is same with that of Rayleigh Distribution, the variance of the either real part of 
the electromagnetic waves or the imaginary part. 𝑠 is the magnitude of the LOS primary 
propagation wave. The 𝐼0 is the modified Bessel function of the first kind and zeroth 
order[3]. The Rice probability density function can also be expressed with another 
parameter, 𝑘, which is called 𝑅𝑖𝑐𝑒𝑓𝑎𝑐𝑡𝑜𝑟, and the Eq(2.4.4.2) below shows the its definition 

𝑘 =
𝑝𝑜𝑤𝑒𝑟 𝑖𝑛 𝐿𝑂𝑆 𝑚𝑎𝑖𝑛 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛

 𝑝𝑜𝑤𝑒𝑟 𝑖𝑛 𝑟𝑎𝑛𝑑𝑜𝑚 𝑁𝐿𝑂𝑆 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 =
𝑠2

2 ⋅ 𝜎2 

The Rice factor describes the ratio of two different parts of the power that arrives receiver. 
The larger the 𝑘 value is, the LOS part has more power than the NLOS part which is the 
multipath propagation. The expression of Rice Distribution with Rice factor is shown 
below. 

𝑃(𝑟) =
𝑟

𝜎2 𝑒−𝑟2/(2𝜎2)𝑒−𝑘𝐼0 (
𝑟√2𝑘

𝜎 ) 

Figure 2.12 shows that the probability density function (p.d.f) changes with the k increase. 



 

   Figure 2.12, Rice p.d.f. for k = 0, 1, 2, 5, 10 and 30, source[3]       

From Figure 2.12, we can see that when the k value increases, the mean error rate will 
decrease. 

2.4.5 Summary 

The multipath propagation causes small-scale fading real world is not two-dimension so 
that the electromagnetic waves can be radiated in all directions, and scattering can happen. 
The small-scale fading can have different characteristics with different radiation situations. 
When it comes to the NLOS(non-line-of-sight), which means there are no direct waves from 
the transmitter that has radiated to the receiver, we can use Rayleigh Distribution to make 
the prediction since the pattern of the signal strength follows Rayleigh distribution. 
However, when it comes to the LOS(line of sight), which means there is a direct wave from 
the transmitter, then the signal power arrived receiver is the component of the power of 
the direct wave and the NLOS multipath propagation. Therefore the Rayleigh Distribution 
is not suitable to describe the situation and Rice Distribution is introduced. Rice 
distribution not only describes the signal power loss of multipath but also concludes the 
power ratio from the direct wave and NLOS waves. The higher value k is, which means the 
power from direct wave propagation is more than that of NLOS waves. 



2.5 Radio Environment Map 

2.5.1 Cognitive Radio 

Cognitive Radio (written as CR) is one of the wireless communication forms that 
intelligently detect which channels are used or which are not. So CR can adjust to different 
communication channels, which is free to avoid interfering with the usage of the channel's 
primary users (PUs) [7]. CR has the ability to learn from the experience like the usage 
pattern of PU of the channel and the usage of all channels on the spectrum so that CR can 
find the appropriate channel to use and improve the quality of service and maximal the 
usage of each channel. 

2.5.2 REM 

Radio Environment Map (written as REM) is an integrated spatiotemporal database that 
contains the information of multiple domains, for example, the geographical information, 
location, radio services regulation and policy, radio frequency source, and the memory of 
the radio behavior in the past period, the radio devices and sensors that detect the 
environment and its data. By storing this information in REM, CR can make decisions on 
this information and does not need to have a highly computation-intensive requirement for 
the devices from the user side; instead, from the REM server side.  

The REM can be split into two parts, Local REM and Global REM. Local REM refers to the 
network that provides location information and location-based services. In contrast, the 
Global REM refers to the network that maintains the overview environment of radio in a 
big areas like cities. The local REM and global REM can share the information in a timely 
manner so that REM can keep the information update-to-date. 

For example, based on our knowledge overview so far, we know that the power received by 
the receiver can be affected by path loss, large-scale fading, and small-scale fading. REM can 
store the information about the current environment collected by the sensors and the long-
term measured environment data. CR can learn from these data stored in REM and then 
know about the characteristics of the local environment so that it can choose the 
appropriate model to predict the coverage of the transmitter with specific signal power and 
then make the prediction about the quality and the performance of services[7] 

2.5.3 Summary 

Radio Environment Map is the support that is proposed to enhance the capability of 
cognitive radio. It is a cost-efficient, reliable and flexible way to support the CR. For 
example, if there is a new regulation or new buildings, simply updating the REM 
accordingly would save the effort of implementing everything repeatedly because the REM 
is a multidomain database that contains all the information required for CR. It can also be 
used to make an appropriate prediction using the data stored in REM for the signal 
strength. But the books[7][13] have also addressed the issues about the REM those need to 
be solved and improved as well as the security issues. Such issues as how the local REM 
server exchanges the data with the global REM server, the privacy issues, security of the 
user device information as well as the latency of the REM network can affect the 



performance of the whole system. Also, political resistance is one of the biggest challenges 
in business, not just technology[7]. 

2.6 Electric Field Integral Equation 

Electric Field Integral Equation (written as EFIE) can help the communication system 
designer to establish the signal coverage of the transmitter. EFIE is not the only way that 
we can figure out the coverage of the signal, but it is the way that is easy to understand and 
computer-compactable. After solving the EFIE, we can determine where to put the base 
station, which can have a broader coverage with less cost.  

2.6.1 Approximation 

Two approximations are used to simplify the whole process.  

From the Figure, all electromagnetic waves emitted from the transmitter are reflected by 
the surface on their way to receivers or observe point, where the surface can be 
categorized as any type of the area we have discussed in Chapter 2.2. The surface is the 
terrain profile that describes the detailed geographical information of the area. Also, in the 
paper, we will consider the 2-D surface only. The first approximation is that the model is a 
PEC model. The PEC stands for a perfect electrical conductor, meaning there is no current 
resistance.  

The second approximation is the Forward Scattering Approximation. We assume that all 
the radiation is propagating away from the source transmitter. This is a very important 
approximation. When the electromagnetic wave from the source transmitter arrives 
surface, the wave can induce the surface with a current flow. The current can radiate its 
electrical field to other points on the surface acting like the transmitter. When the induced 
current radiates to other points, it will also induce the current on other points. The 
direction of the radiation of any surface point can be any angle given by the terrain profile, 
but we only consider that the new radiation is forward scattering. 

2.6.2 Equations 

The equation below is the core equation of the whole problem. It describes as follows. 

𝐸𝐼𝑛𝑐(𝑟) =
𝛽𝜂
4 ∫𝐽

𝑆
(𝑟′)𝐻0

(2)(𝛽|𝑟 − 𝑟′|)𝑑𝑟′ 

Where 𝐸𝐼𝑛𝑐(r) is the electrical field strength induced by source (induced segment as 
source), 𝐽(𝑟′) is the surface current which is the critical value we would like to know by 
calculating the Eq(2.6.1.1). Because as long as we know the current of all the points on the 
surface and we know the source power, we can decide the level of the signal. 𝑟 is the 
distance between the source transmitter and the target point on the surface, and the 𝑟′ is 
the point induced before the target point. 𝐻0

(2) is the Hankel function with the second kind 
and zeroth order. 𝛽 and 𝜂 is the constant. 𝑑𝑟′ is the length of the segment of the points on 
the surface. 𝑆 is the surface. 

Figure 2.12 below shows the details. 



 

 Figure 2.12 Propagation       

In Eq(2.6.1.1), 𝐽(𝑟′) is the only unknown value. The 𝐸𝐼𝑛𝑐(𝑟) is defined as  

𝐸𝐼𝑛𝑐(𝑟) = 𝐻0
(2)(𝛽|𝑟|) 

Therefore, after we get the current value (𝐽(𝑟′)) of each point on the surface, we can then 
calculate the signal strength of the observation point. The equation below describes the 
total signal strength or the electrical field strength of the observation point. 

𝐸𝑇𝑜𝑡𝑎𝑙(𝑟𝑜𝑏𝑠) = 𝐸𝐼𝑛𝑐(𝑟𝑜𝑏𝑠) +
𝛽𝜂
4 ∫𝐽

𝑠
(𝑟′)𝐻0

(2)(𝛽|𝑟′ − 𝑟𝑜𝑏𝑠|)𝑑𝑟′ 

Where 𝑟𝑜𝑏𝑠 is the distance from the source transmitter to the observation point. The 
equation describes that the total electrical field strength of the observation point is the sum 
of the electric field induced by the source transmitter and the surface scatter. Figure 2.13 
below shows the details 



 

 Figure 2.13, Observation point      

2.6.3 Computer Compatibility 

From the mathematics view, it is hard to directly find the explicit formula to solve the 𝐽(𝑟′). 
However, we know how to calculate the rest of the components, so we can modify the 
equation to satisfy how a computer can solve it.  

Start from a basic integral equation 

𝑦(𝑥) = ∫ 𝑥2
𝑥

0
𝑑𝑥 

When we modify Eq(2.6.3.1) in a computer-compatible way, we can get the following 
equation 

𝑦(𝑥) = ∑ 𝑥2
𝑁

𝑛=0

𝛥𝑥 

The Eq(2.6.3.2) is the Eq(2.6.3.1) in discrete from, which is computer compatible. So we can 
apply the same modification to Eq(2.6.1.1) and get the following equations. 

𝐸𝑗 = ∑ 𝑍𝑖𝑗

𝑖≤𝑁

𝑖=1

𝐽𝑖 

Where 𝑍 is the 𝑁 × 𝑁 impedance matrix that includes all right right-hand sides2.6.1.1) 
except the 𝐽(𝑟′), which is expressed as 𝐽𝑖  in Eq(2.7.3.3). 𝑁 is the number of the segments 
from the surface. The Eq(2.6.1.1) describes that the induced electrical field strength of 



point 𝑗 is the sum of electrical fields scatter from all points to the target point 𝑗. The Z 
matrix is summarized and aggregated as following 

𝑍𝑖𝑗 = 𝛥𝑠 ⋅
𝛽𝜂
4 𝐻0

(2)(𝛽|𝑟𝑖 − 𝑟𝑗|) 

Where 𝑖 represents the source points, 𝑗 represents the target induced points. Or the self 
impedance. 

𝑍𝑖𝑖 = 𝛥𝑠 ⋅
𝛽𝜂
4 (1 − 𝑗

2
𝜋 𝑙𝑛 (

1.781𝛽𝛥𝑠
4𝑒 )) 

For each 𝐸𝑗 , we can expend the Eq(2.7.3.3), then we can get the following equations. 

𝐸1 = 𝐽1𝑍11 + 𝐽2𝑍21 + 𝐽3𝑍31+. . . +𝐽𝑁𝑍𝑁1 

𝐸2 = 𝐽1𝑍12 + 𝐽2𝑍22 + 𝐽3𝑍32+. . . +𝐽𝑁𝑍𝑁2 

In general, we can get 

𝐸𝑁 = 𝐽1𝑍1𝑁 + 𝐽2𝑍2𝑁 + 𝐽3𝑍3𝑁+. . . +𝐽𝑁𝑍𝑁𝑁 

When we take the approximation we made in the last section, the Forward Scatter 
Approximation, we can further reduce the expended equations. 

𝐸1 = 𝐽1𝑍11 

𝐸2 = 𝐽1𝑍12 + 𝐽2𝑍22 

Since there will not be the scatter from the points forward to the previous point. So we can 
calculate 𝐽 easier by doing the math below. 

𝐽1 =
𝐸1

𝑍11
 

We can get 𝐽1 because we have mentioned that 𝐸1 and 𝑍11 can be calculated directly. As 
long as we know 𝐽1, we can move forward to get 𝐽2 as follows. 

𝐽2 =
𝐸2 − 𝐽1𝑍12

𝑍22
 

So, in general, we can get the equation below to find all 𝐽𝑗 value 

𝐽𝑗 =
𝐸𝑗 − ∑ 𝐽𝑖

𝑖<𝑗
𝑖=1 𝑍𝑖𝑗

𝑍𝑗𝑗
 

After we get all current values, we can calculate the electric field strength of the 
observation point above the surface so that we can go further to get the signal strength. 
From the result, we will have the knowledge of how is the signal strength spread and the 
coverage of the transmitter. 



2.6.4 Summary 

The EFIE is one way that we can use to solve the problem of finding the coverage of a 
transmitter. It describes the attenuation we mentioned from section 2.2 to section 2.4. Even 
though the EFIE is the fundamental way and easy to implement it on a computer, when 
considering the efficiency of running on a computer, it is a 𝑂(𝑛2) (marked as Big O 
notation) algorithm which means the time spent on solving will increase quadratically with 
the length of the input increase. Because of the time consumption of solving EFIE, which 
means it will take a long time to run for a 2-D terrain profile, EFIE is unsuitable for those 
big areas or long-distance predictions. It would be suitable for the small or medium areas. 
It is mentioned in the paper[15], that the EFIE method can have a standard deviation of 
3dB at the frequency of 144MHz, and 9dB at the frequency of 1900MHz. The mean errors 
vary from 5dB to 6dB at a higher frequency range from 970MHz to 1900MHz.  

Many papers[8][16] have proposed faster methods to solve the EFIE by using some 
statistical estimation, which makes a reasonable approximation prediction within a short 
time.  

3. Implementation 
We are using MatLab as the software for the programming part, and it contains a lot of 
built-in functions we need during the calculation with the way that other scientists and 
engineers have optimized. Also, the plot function offered by MatLab is also a part of its 
advanced applications.  

We use the terrain profile which is a 2-D profile that describes the geographical 
information of the area. The graph below shows the detail of the terrain profile we use. 



 

    Figure 3.1, Terrain Profile      

We can see from the plot that the distance of the terrain profile can be far more than 3500 
meters, but in this project, we just use the first 700 meters as our testing terrain profile. If 
the implementation and result are correct for the first 700 meters, then we can infer that 
this implementation is suitable for the result of the terrain profile. 

3.1 Details 

This section will discuss the MatLab code for implementing the method. There are some 
constant values we used in the program. The table below shows the constant we have. 

  

Constant Value Physical Meaning 
u_0 12.56637061e-

7 
vacuum permeability 

e_0 8.854e-12 vacuum permeability 
f 970 MHz selected frequency 
deltas 0.0733 quarter of the wavelength, length of segment 



Constant Value Physical Meaning 
transmitter_X 0 horizontal coordinate of the transmitter on 

terrain profile 
transmitter_Y 442 vertical coordinate of transmitter on terrain 

profile 
obser_above_surface 2.4 observation vertical distance above the surface 
y Matrix vertical coordinate values from the terrain 

profile 

 

These constants are some basic physical constants used in propagation  

(such as 𝑢0 and 𝑒0), and the constants we used for this project only(such as 𝑓 and 𝑑𝑒𝑙𝑡𝑎𝑠) 
can vary for different projects and purposes. We can use the constants above to calculate 
the other values we need to solve the EFIE. 

The table below shows some functions used to solve the EFIE in the program and what the 
functions calculate. All implementation with different approximation and method shares 
the same code of the functions. 

Function Description of Functions 
X Get the horizontal coordinate segment (which is quarter of wavelength) 

on the terrain profile 
Y Get the vertical coordinate of the segment 
R_p_q Distance between two segments p and q 
R_source_p The distance between transmitter(source) to another segment on 

surface 
R_source_obs The distance between induced segment to another segment on surface 
R_source_obs_s The distance between transmitter(source) to any observation point 
Z_p_q impedance value from segment p to q 
Z_distance impedance value for a given distance 
Z_self Self-impedance value 
EiRad  Electric field strength scattered from a given distance 

 

3.1.1 EFIE implementation with Forward Scatter 

We start to implement the EFIE with the approximation Forward Scatter only. The logic of 
the whole program is that first, we initialize the current of the first segment, which length 
is 𝜆

4
, where the 𝜆 is the wavelength which the following equation can calculate 



𝜆 =
𝑐
𝑓 

Where 𝑐 the light speed can be calculated with equation 

𝑐 =
1

√𝑢0 ⋅ 𝑒0
 

According to Eq (2.6.3.6), we can get the current of the first segment 𝐽1.  

𝐽1 =
𝐸1

𝑍11
 

Where 𝐸1 is calculated with the function 𝐸𝑖𝑅𝑎𝑑 of which the key parameter is the distance. 
Then we can move on with implementing the code to execute the Eq(2.6.3.8). A two-layer 
loop completes the whole process,  

𝐽𝑗 =
𝐸𝑗 − ∑ 𝐽𝑖

𝑖<𝑗
𝑖=1 𝑍𝑖𝑗

𝑍𝑗𝑗
 

Where the inside loop is used to calculate ∑ 𝐽𝑖
𝑖<𝑗
𝑖=1 𝑍𝑖𝑗 part, the outside loop for calculate 𝐽𝑖  

values through all of segments we have. 

Therefore we can get the current values of each segment. Then we can calculate the overall 
electric field strength through our data. In total, there are 9059 segments we need to 
calculate with the first 700 meters of the terrain profile. The electric field strength with 
Eq(2.6.1.3) which describes the total electric field is the sum of the electric field 
transmitted from the source transmitter and the electrical field of all segment scattering to 
the observation points.  

Finally, we need to convert the magnitude of the total electric field (the result is in complex 
form) to decibel. 

3.1.2 EFIE implementation with Backward Scatter 

The steps for solving EFIE with backward scatter are nearly the same as that of EFIE with 
forward scatter only. EFIE with backward scatters considers both forward scatter, and the 
backward scatter. This means the segment induced by the power of the electric field from 
the source can scatter its field to the segments that are on the way away from the 
transmitter and those back to the source.  

Except for the steps we worked on in section 3.1.1, we need to add another two-layer loop 
to calculate the power scatter backward to the previous segment. Then we can calculate the 
electric strength and convert its value to decibel. 

3.1.3 Fast method (FEXM) Implementation 

In paper [8] , a fast method based on the EFIE is proposed with the usage of statistical 
approximation the electric field strength over the group where we need to aggregate 13 



points (which is about 1 meter in distance with the selected frequency) together and treat 
them as one straight line scattering electric field out as a group. And also we need to make 
another approximation that the electromagnetic waves from the same group arrive at the 
same time; therefore, there will be no phase shift difference within the group. The rest 
keeps the same logic as EFIE implementation code. In this fast method, we implement it 
with the Forward Scatter Approximation. 

In the program of this fast method, we still need a two-layer loop to help use solve the EFIE. 
However, we have grouped segments and estimated that the value of the electric field is 
nearly constant, so the amount of the computation has been reduced. The logic is the same 
as with the normal EFIE program. The difference is that when calculating the ∑ 𝐽𝑖

𝑖<𝑗
𝑖=1 𝑍𝑖𝑗 , we 

simplify it with the approximation[8].  

3.2 Iterative Method 

Jacobi Method and the Gauss-Seidel method are the two iterative methods to solve linear 
equations. When we come back to Eq(2.6.3.6) about the EFIE in the form of  

𝐸𝑁 = 𝐽1𝑍1𝑁 + 𝐽2𝑍2𝑁 + 𝐽3𝑍3𝑁+. . . +𝐽𝑁𝑍𝑁𝑁 

We find that the equation of the EFIE in a discrete way is suitable for using the iterative 
methods to solve. 

We will use the equations below to explain how the iterative method work[12]. Assuming 
that we have a serious linear equation like below 

𝑎11𝑥1 + 𝑎12𝑥2 + 𝑎13𝑥3 + 𝑎14𝑥4 = 𝑏1 

𝑎21𝑥1 + 𝑎22𝑥2 + 𝑎23𝑥3 + 𝑎24𝑥4 = 𝑏2 

𝑎31𝑥1 + 𝑎32𝑥2 + 𝑎33𝑥3 + 𝑎34𝑥4 = 𝑏3 

𝑎41𝑥1 + 𝑎42𝑥2 + 𝑎43𝑥3 + 𝑎44𝑥4 = 𝑏4 

We want to find the unknowns (𝑥1, 𝑥2, 𝑥3, 𝑥4). If we write the equations above in an explicit 
form as below 

𝑥1 = [𝑏1 − (𝑎12𝑥2 + 𝑎13𝑥3 + 𝑎14𝑥4)] /𝑎11 

𝑥2 = [𝑏1 − (𝑎21𝑥1 + 𝑎23𝑥3 + 𝑎24𝑥4)] /𝑎22 

𝑥3 = [𝑏1 − (𝑎31𝑥1 + 𝑎32𝑥2 + 𝑎34𝑥4)] /𝑎33 

𝑥4 = [𝑏1 − (𝑎41𝑥1 + 𝑎42𝑥2 + 𝑎43𝑥3)] /𝑎44 

In summary, the explicit equations can be written as follow. 

𝑥𝑖 =
1

𝑎𝑖𝑖
[𝑏𝑖 − ∑ 𝑎𝑖𝑗

𝑗=𝑛

𝑗=1,𝑗≠𝑖

⋅ 𝑥𝑗] 



The iterative method starts by initializing values for unknown values. In the first iteration, 
unknown 𝑥𝑖 can have an assumed solution with initial values passed to the method. Then 
we will use the assumed solution for the next iteration to get another estimated solution 
and keep the same step until the estimated solution has only a tiny difference from the 
solution from the last iteration.  

The method will converge to the actual solution when the matrix of the 𝑎 is identified as a 
diagonally dominant matrix, which means the matrix is a square matrix. The magnitude of 
elements on the diagonal is larger or equal to the sum of magnitude of the rest elements on 
the row. It can be described by the following equation. 

|𝑎𝑖𝑖| ≥ ∑ |𝑎𝑖𝑗|
𝑗≠𝑖

 

for all 𝑖. However, this condition is sufficient but not necessary for convergence, so it may 
still work if the matrix is not a diagonally dominant matrix. 

We implement two iterative methods, one is the Jacobi method, and the other is the Gauss-
Seidel method. Both methods start initializing unknowns with 0s, but the difference is that 
the Jacobi method will use the estimated solution from the last iteration in the following 
iteration. In contrast, the Gauss-Seidel method uses the estimated solution within the 
iteration. For example, when implementing the Gauss-Seidel method, after having finished 
the estimated value of 𝑥1, the new 𝑥1 will be used in the equation of estimating 𝑥2. Then the 
new 𝑥1 and 𝑥2 will be used to estimate the value of 𝑥3. Therefore, theoretically, the Gauss-
Seidel method will have a faster convergence with less iteration to reach the real solution. 

Based on the description and the example we have worked through, we can see many 
similarities between the equations that explain how the iterative method works and the 
discrete form of EFIE. Therefore we implement these two iterative methods to solve EIFE 
where the matrix in Eq(3.2.1) will be the impedance matrix 𝑍 in EFIE, and the unknowns 
are 𝐽𝑖  values corresponding to the unknowns 𝑥𝑖. 𝑏𝑖 can be replaced with 𝐸𝑖 . Therefore we 
can calculate the impedance matrix 𝑍 first and then calculate the electric field strength 
matrix 𝐸 since both works as the function with the key parameter being distance. Finally, 
we can implement the iterative method to find out 𝐽 values.  

The program implementing Jacobi Method is called 𝐽𝑎𝑐𝑜𝑏𝑖, which takes parameters as 
below 

Parameter  
A Impedance matrix 
b Electric field strength matrix 
x0 Initialiezd value, 0 matrix 
ep estimate relative error 

the output 𝑦 is the current. 



Gauss-Seidel method has almost the same parameters but matrix 𝑦 is passed, which is the 
matrix that records the current value, it is used as the output matrix as well. This is because 
the Gauss-Seidel method needs to use the new value from the same iteration. 

4. Result 
The figures for running the program are shown below. 

 

    Figure 4.1 Result of EFIE with Forward Scatter only, Electric Field Strength[dB] vs. 
Distance[m]      



 

    Figure 4.2 Result of EFIE with Both Forward Scatter and Backword Scatter, Electric 
Field Strength[dB] vs. Distance[m]      



 

 Figure 4.3 Result of fast method, Electric Field Strength[dB] vs Distance[m]      



 

 Figure 4.4 Result of the Gauss-Seidel method      

 

 Figure 4.5 Result of the Jacobi Method      

The time of running EFIE of forward scattering only is about 480 seconds using MATLAB 
2021b with some methods from external package Mapping Tools on a Windows 10 Laptop 
with Intel(R) Core i5-8300H @ 2.3GHz. A similar result for running EFIE of both forward 
and backward scattering is about 490 seconds. As we can see from Figure 4.1 and Figure 
4.2, which are the Electric Field Strength versus Distance of EIFE with forward scattering 



only and with both forward and backward scattering, respectively, there are no differences 
between both. Compared with the normal way to calculate the EFIE, the fast method has a 
significantly reduced time to execute the program, which is about 5 seconds. It is a huge 
improvement. However, even though the tendency of the result calculated by the fast 
method is similar to that of using the normal method of EFIE, the accuracy is not as good as 
the latter from Figure 4.3.  

The Gauss-Seidel method and the Jacobi method do not work on the EFIE. The estimated 
solutions can not converge to the real solution. Instead, the estimated solution will go to 
𝐼𝑛𝑓, the keyword in MATLAB that represents the number that is too big to handle. 
Furthermore, no more valid calculation leads the value of the estimated solution to 𝑁𝑎𝑁. 
The Jacobi method reaches the 𝐼𝑛𝑓 at the 142nd iteration, while the Gauss-Seidel method 
reaches the 𝐼𝑛𝑓 during the first iteration.  

5. Discussion 
One reason behind the divergence of the iterative methods for both the Jacobi method and 
Gauss-Seidel method is that the impedance matrix 𝑍 is not a strict diagonally dominant 
matrix, which means the magnitude of diagonal elements is not greater or equal to the sum 
of the rest elements on the same row. We have mentioned that the strict diagonally 
dominant condition is sufficient but not necessary for convergence. It means that when the 
matrix is not strictly diagonally dominant, we have no idea if it will go convergence or 
divergence. Based on the implementation of the project, we can see that it will not converge 
to the real solution. 

From the aspect of numerical analysis, the condition number of 𝑍 impedance matrix is high, 
which means even very small changes that happen to the matrix 𝐸, the value in 𝐽 will get a 
huge impact. The condition number measures the ease with which that quantity can be 
calculated numerically. It is defined as Eq 5.1 below 

𝑐𝑜𝑛𝑑(𝐴) = ||𝐴|| ⋅ ||𝐴−1|| 

Where A is from 𝐴𝑥 = 𝑏, in our project, A is the 𝑍 impedance matrix, 𝑥 is the J values we 
want to calculate, and 𝑏 is the electric field strength matrix. If the condition number is low, 
we can say the problem is well-conditioned. Otherwise, it will be ill-conditioned. 

The condition number of 𝑍 impedance matrix is 51.6373 calculated by a build-in function 
called cond(A) in MATLAB. The condition number of the matrix represents that the EFIE is 
ill-conditioned. This is another reason why the estimated solution for 𝐽 values diverge to 
𝐼𝑛𝑓. 

Therefore, the Jacobi method and the Gauss-Seidel method is not suitable for solving EFIE. 
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