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Abstract 
 
As the 2030 deadline for sustainable development goals, also known as SDG that were 

first set by United Nation (UN) in 2015, is getting closer, it is becoming necessary to 

evaluate how well SDG 10 [1] which ensures equal opportunity and reduces 

inequalities within and among countries, is being implemented. It is critical that SDG 

10 receives special consideration because according to newly released data from the 

UN at the end of 2021 [2], there are approximately 89 million people who have been 

forcibly displaced worldwide and nearly 27 million refugees are among them. The UN 

and Governments are challenged by the growing refugee population as the crisis has 

expanded geographically and numerically [3].  

The reactions to refugee flow often deal with practical challenges [4], such as meeting 

the basic needs of refugees and organizing the logistics of relocation, but every 

refugee crisis has its own unique considerations and challenges. Identifying the 

refugee needs in each refugee crisis has becoming increasingly important and 

therefore it is a key problem to look into. Equally important is the fact that most 

existing solutions are post crisis analysis and evaluation which means that the majority 

of current analysis occurs after the event. 

This study investigated the potential of topic modelling on social media to support the 

identification of refugee needs in near real-time. The research shows that social media 

and topic modelling have potential to address the current issue in identifying the 

refugee needs in each refugee crisis as it is occurring. In the past several years, social 

media sites have played an important role in the area of refugees [5]. In order to 

overcome the problem outlined earlier, a significant amount of Twitter data was 

collected through Twitter’s API and pre-processed using natural language processing 

library. Latent Dirichlet Allocation (LDA) which is a statistical model to identify the 

latent themes in a collection of data was used to classify and identify various topics 

from the tweets. Following the extraction of the topics using LDA topic modelling, it 
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became clear which fundamental topics were being discussed in the collection of 

tweets. It revealed the crucial information that could help in providing governments 

and humanitarian organizations with the ability to quickly meet the needs of refugees. 

It has been concluded that the data pre-processing approaches helped in increasing 

the accuracy of LDA model and getting the outcomes that are accurate and relevant 

to the research question. 

The key limitation that must be addressed is that even for a small number of topics, 

LDA topic modelling takes a long time to estimate. As a result, real-time topic 

modelling is not possible.  
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Chapter 1 Introduction 
 

1.1 Background and Motivation 

 
There is no doubt about the fact that the world is currently experiencing a refugee 

crisis. The worldwide refugee crisis is unlikely to be resolved anytime soon and it is 

capturing global attention these years. 

There are about 89 million forcibly displaced people and over 27 million refugees [2] 

who fled their home due to war. Half of them are children [6] and this is clearly having 

a very traumatizing effect on them, not only because they have witnessed so much 

violence, they have also been separated from families.  

 

Figure 1. The number of people forcibly displaced is at an all-time high. Image: UNHCR [3] 

 

Like everyone else in the world, refugees require food, housing, and the chance to live. 

General impression is that the European countries have been incredibly welcoming, 

they have taken millions of refugees into their homes since 2015 when the Syrian 

refugee crisis started [7]. The governments and humanitarian organisations have 

raised funds, mobilized goods and services to support refugees [8].  
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While the response has been extremely positive, dealing with refugee crisis has not 

been easy and even few years into the Syrian refugee crisis, the needs have definitely 

changed and grown over time.   

As an example of changing needs over time, Rebecca Hémono et al. [9] completed 

research from 2015 to 2017 to investigate healthcare providers' opinions on providing 

health care to Syrian refugees during the humanitarian crisis in Greece. The result of 

this research shows that healthcare professionals in refugee camps noted a change 

from physical health issue to mental health issue. This turns out to be even more 

problematic because the average period of displacement is much longer which means 

many more needs of refugees change over time or they are not even identified.  

Future needs of refugees also may vary, for example there might be even a greater 

need for smart phones which wouldn’t have been a need 20 years ago. With regard to 

how the needs of refugees change over time, this problem has attracted attentions 

and as a result, identifying what the actual needs are in each refugee crisis as it is 

happening has become an increasing concern and hence a crucial matter to 

investigate. 

When a large volume of unstructured text data is gathered from a social media 

platform, the challenges in evaluating this data are expected to exist. Manually 

analysing and categorizing this data takes time and it can be inaccurate. Artificial 

intelligence and advanced analytics can be used to analyse not only the contents of 

the tweets but also the sentiment and the emotions behind those tweets [10].  
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Despite several reviews in the literature that address the importance of social media 

in assisting refugees and governments, none of the recently published journals have 

comprehensively discussed the important roles of topic modelling on social media to 

identify the needs of refugees in near real-time. Only a few studies in literature 

demonstrate how topic modelling is used to identify the main topics in the social 

media posts. To fill this gap in literature, this thesis will study the whole area of 

refugees, social media, topic modelling and sentiment analysis but the angle that is 

taken on it is use of social media and topic modelling to identify the immediate and 

emergent needs of refugees in near real-time. 

 

1.2 Problem Description 
 
Having established that the refugee needs will change over time there is now problem 

of how to identify them. There is a range of analysis done and most of the research in 

this field is aimed at finding the role of social media in assisting refugees. Social media 

analysis has been proved to be effective in supporting refugees however they do not 

use topic modelling to identify the needs of the refugees and this remains an open 

problem in the area.  

Another major problem that requires attention and needs to be addressed is the fact 

that most of the existing social media analysis is after the event and they have little 

use during the early stages of a refugee crisis. It was observed recently in the Ukrainian 

refugee crisis that a large movement of refugees occurred in neighbouring countries 

such as Poland, Hungary, Romania, the Republic of Moldova, Slovakia and Bulgaria 

[11]. Many of these countries experienced an unexpected situation which required 

immediate actions. To develop an effective solution, social media and topic modelling 

are going to be used to identify the refugee needs in near real-time. 
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1.3 Research Objectives/Questions 
 
After defining the problems, this section explains the research questions as well as the 

hypotheses that this project is designed to address. The research aims at finding a 

solution for this challenging problem of identifying the refugee needs. To address this 

problem, the following main research question has been formulated: 

 

Research Question: Can real-time LDA topic modelling of relevant tweets identify the 

current and changing needs of refugee groups? 

Aim: To discover the refugee needs accurately in near real-time. 

Objective: To use LDA topic modelling algorithm on the Twitter data about refugees. 

Hypothesis: The findings of this research are hypothesised to be representative of 

refugee needs. 

 

Thousands of tweets about the refugees are collected and examined to find topics and 

themes in response to the desire to understand the refugee needs in near real-time. 

Topic modelling approach is used to manage such complex data. With the use of this 

method, it will be investigated to see how topic modelling is used to identify the 

refugee needs in the topics and which number of topics works best when performance 

between them is being compared. To extract important insights from the data, its 

random appearance must be standardised. There are essential processes that must be 

followed in order to remove noise from the data and create meaningful various topics. 

Therefore, one of the objectives is to improve the quality of the data.  
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Chapter 2 Literature Review 
 

There is a refugee crisis going on throughout the world, including, at the time of 

writing, the Ukrainian refugee crisis [12]. Similar crises have occurred in recent years 

such as the Syrian refugee crisis in 2015. At the same time, social media has been 

widely used for integration, sentiment analysis and so on, not only by the refugees 

[13] [14] but also the countries that they end up in [15]. 

This section starts by reviewing previous studies on the needs of refugees. The forced 

immigrations have variety of immediate needs including shelter, education, access to 

health and etc. It also reviews how social media is used by refugees and governments 

and how it represents opportunities for them.  

It is then followed by exploring various technologies that could be implemented within 

social media to support the identification of refugee needs. It describes briefly the 

significance of topic modelling in raising awareness. It also provides a brief overview 

of studies on topic modelling demand in politics researches. There are also other 

forms of computer supported analysis conduct on social media, the main one being 

sentiment analysis. Sentiment analysis aims to help by finding the direction of 

discussion on social media, change of public opinions and the possibility of further 

tension.  
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2.1 Refugee Needs 
 
This section reviews the literature related to the needs of refugees. The previous 

studies reveal that the needs of refugees are normally shelter, education and access 

to healthcare. However, each crisis is unique therefore a number of questions 

regarding what the current needs of refugees are and how to identify them still remain 

to be addressed. 

 

2.1.1 Shelter 
 
A number of authors have recognized the immediate needs of refugees, some focusing 

on the housing problems [16]. Housing is an essential need for safety regardless of 

what type of housing [17] because if housing needs of refugees is not met, the 

integration of refugees will not be successful. If refugees' safety is constantly 

threatened, they will be unable to go to the next stage of integration into society [18].  

Tents accommodate many of the refugees living in camps today. The normal tent, on 

the other hand, is unhealthy, unsafe, and difficult to live in for long periods of time 

[19]. They usually last six to twelve months, but the average period of displacement is 

more than 15 years [20].  

 

2.1.2 Education 
 
Over half of the refugees in the world are under the age of 18 [21] which means even 

more children than ever before are spending their whole childhood without the right 

to an education.  

Previous research by Kathleen Fincham [22] has almost entirely focused on the 

difficulties that refugee children encounter in accessing education, as well as a more 

basic issue that refugee students experience when it comes to learning [23]. Because 
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of financial difficulties, refugee children are likely to work rather than attend school 

[24]. It is challenging for refugee parents who are trying hard to afford their families' 

basic needs to send their children to school. Many refugee children end up working 

instead of attending school.  

 

2.1.3 Access to Health  
 
Due to language problems and a limited access to emergency healthcare, newly 

arrived refugees are among the most vulnerable people during a disaster in the world 

[25]. Research by Antonis A. Kousoulis et al. [26] has shown that Greek healthcare 

system has for many years been costly but it is much more costly for societies to leave 

any category of migrant without adequate health coverage. There are 2 reasons for 

these, the first reason is that migrant who cannot afford professional health services 

or choose to self-diagnose or self-medicate have a negative ripple effect that 

endangers individual and public health. The second reason is that refugees who do 

not have access to low-cost primary healthcare for conditions that could have been 

prevented or effectively managed at an early stage, face very costly emergency care 

services later. 

3 main areas of refugee needs have been identified however this is always looking at 

what the needs have been in the past. As every refugee crisis is unique, the needs for 

the current refugee crisis must be understood which is likely to be slightly different 

from the crisis in the past. 
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2.2 Refugees and Social Media 
 
The importance of social media in assisting refugees and governments is considerable. 

For those who have been displaced, moving to Europe need very detailed information 

regarding the route and the final destination [27]. Each need raises issues related to 

where to look for information, whether to believe it or not, and the associated costs. 

This section of the literature review concentrates on the importance of information 

seeking and the challenges associated with doing so, how refugees recognize false and 

misleading information, and the important role of smartphones because they are 

generating a significant amount data that could be analysed. On the other hand, 

Information seeking and sentiment analysis have both been extensively used by 

governments in the field of dealing with refugees and controlling migration by 

influencing the destination choice of refugees. 

 

2.2.1 Refugees and Social Media 
 
Smartphones and mobile access are increasingly important tools for the refugees who 

are making their way to Europe [28]. On top of that, social media has a role in more 

than only spreading information about refugees, it also presents opportunities for 

them. The findings of a research by Rianne Dekker et al. [29] indicate that refugees’ 

main motivations for using social media in their lives are communication, decision 

making and access to information. 

Refugees have several questions about how they can start a new life in the host 

countries but they are unsure who to ask for proper answers. According to the findings 

of the research by Rianne Dekker et al. [29], Syrian refugees prefer social media 

information that is based on the personal experiences of other refugees. This type of 

information is often regarded as more accurate information by them.  
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2.2.2 Governments and Social Media 
 
Social media is considered as a support in migration processes, and it has recently 

been used as a resource by governments and volunteer groups to encourage 

integration of refugees and help them in the host countries [30]. An example of social 

media as a support can be seen in the refugee crisis in 2015 when the European 

governments and humanitarian organizations started using social media to address 

concerns generated by forced refugees. There has been research carried out to 

investigate how social media has been used by different governments. A recent study 

by Maria Gintova [31] in 2019 concluded that Canadian government use Facebook and 

Twitter to provide customer service for refugees who are looking to hear directly from 

government bodies and are expecting specific responses.  

On the other hand, social media has also been used as a tool to prevent migration. 

Jan-Paul Brekke et al. wrote a paper reviewing the use of social media by Norwegian 

government [32]. He has provided evidence that in 2015 and with the flow of migrants 

and refugees to European countries, the Norwegian government used social media 

such as Facebook to influence the destination choice of refugees and prevent 

migration [33]. 

Therefore, social media has been powerful for identifying characteristics of each crisis 

and it has been used for variety of needs in variety of ways however most existing 

solutions are after the event and therefore have limited use in the immediate time 

period of a refugee crisis as it is emerging. 
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2.3 Analysing refugees and social media 
 

2.3.1 Topic Modelling 
 
Topic modelling is a process of pattern recognition in a collection of data. It enables 

the organization, combination, and visualization of latent topics and patterns found in 

any type of text corpus. It provides helpful information for future study and helps in 

improved comprehension of the text [34]. 

It has been previously recognised that the refugee needs are unique and that most 

existing social media analysis takes place after the event. The problems that just have 

been identified in this paper can be solved by using topic modelling as a discovery tool 

to identify the needs of refugees in near real-time. 

 

2.3.1.1 Raising Awareness Using Topic Modelling 

 
The content of news has a great impact in influencing discourse about issues like the 

refugee crisis, but the social media sites like Twitter allow stories to be maintained, 

questioned, and filled with new thoughts and opinions. A study by Adina Nerghes et 

al. [35] has compared news stories about refugee crisis with the topic analysis of the 

tweets. The author has shown how Twitter and news converge and diverge. Unlike the 

news, Twitter has provided a solution by raising awareness and encouraging solidarity 

and empathy for people in need because the issue of refugees cannot be solved by a 

single government, ministry or individual. 
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2.3.1.2 Demand for Topic Modelling In Politics Research 

 
Those who research politics have a need for identifying the topics and there has been 

research that has looked at analysing large amount of text. Philip Grant et al. [36] 

proposed research that examines the history of global refugee policy using 

typewritten and digitally generated documents which are 55,000 pages from 

worldwide and national archives. The information dates back to the 1970s and has 

been kept in archives run by the governments of the United Kingdom, United States 

and the United Nations High Commissioner for Refugees (UNHCR). The overall subject 

was to examine the roles of the United Kingdom, the United States, and the UNHCR in 

various refugee situations that happened throughout the 1970s. 

 

2.3.2 Sentiment Analysis 
 
Sentiment analysis is another method that is commonly applied on social media data, 

but it is not as important as topic modelling, which was previously covered in detail. 

While sentiment analysis may not have much help in identifying the needs of refugees 

but it is closely aligned to the area of topic modelling [37].  

It becomes easier to make sense of the words and context in online text in order to 

understand how people feel about a topic or in this case the refugees. One way that 

sentiment analysis can be performed is to extract known good and bad words from a 

text and then score the overall sentiment of that text depending on how often good 

or bad words appear [38].   

If some tweets can provide motivation, encouragement and support which can be 

seen in many tweets regarding Ukrainian refugees, they can be considered as positive 

sentiment, whereas fear and anger feeling which is usually towards the war, can be 

categorised as negative sentiment. 
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2.3.2.1 Direction of Discussion about Refugee Crisis on Social Media 

 
Sentiment plays an incredibly important part when it comes to analysing significant 

amount of unstructured data that is generated daily on social media. Research by 

Nazan ÖZTÜRK et al. [39] is about automatically analysing the text in thousands of 

tweets on Syrian refugee crisis. This analysis was important because it was regarded 

as a source of information on how people in turkey react and talk about the refugee 

crisis in their country.  

 

2.3.2.2 Change of Public Opinions on Immigration and Refugees after an Event 

 
Another goal of sentiment analysis is to understand the sentiment on social media 

posts over time more specifically when an external event occurs. A journal planned to 

track the sentiment over time which Elizaveta Kopacheva et al. [40] developed, hoping 

to see change in sentiment as concerns increased when over one million refugees 

reached Europe in 2015. According to the findings of the research, the refugee crisis 

in 2015 had a minimal impact on the sentiments of the tweets on this social media 

site. However, the author has seen a small shift in the negative opinions of the users 

following the refugee crisis. 
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2.4 Conclusion 
 
Much study and discussion has been undertaken on what the immediate needs of 

refugees are at the refugee camps and the countries hosting them but the majority of 

the academic works which have been reviewed in this section focused on Syrian 

refugee crisis in 2015.  

Although this review has highlighted the importance of social media in identifying 

things but no study has yet looked at how social media can be used to identify the 

needs of refugees. 

Previous studies have also indicated that LDA topic modelling worked and performed 

well in the field of dealing with refugees. These studies have demonstrated the 

potential for identifying the needs of refugees using topic modelling on social media. 

As a result, this study is going to create technology for identifying the unique needs 

within the crisis in near real-time in order to assist the response. 
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Chapter 3 Methodology 
 

3.1 Design 
 
The goal of this chapter is to provide a high-level overview of the implementation 

process of the project.  Based on the literature, this project has been built which 

consists of four steps, all of which are described in detail in this chapter. Data 

gathering using Twitter API was the initial step of the implementation process. Dealing 

with unstructured data and preparing it for topic modelling required data pre-

processing which includes approaches like punctuation removal, tokenization, stop-

words removal and token normalization. In addition, it was ensured that the data that 

has been collected is protected with the proper security measures in place. Following 

that, various topics from the tweets are classified and identified using LDA topic 

modelling. 

The design of the planned project is shown in detail in the figure below, along with all 

of the mentioned parts that are crucial for data analysis. 

Figure 2. Architecture design of the project 



15 
 

 

3.2 Gathering and Pre-processing of Data 
 
In this section of the design chapter, the concentration is on the process of data 

gathering and pre-processing of the data in order to remove noise from the tweets 

and increase the general level of data quality. It will be discussed why specifically 

Twitter has been chosen and the Twitter API libraries that this platform offers.  

 

3.2.1 Choice Of Social Media For Implementation 

 
Twitter is a good choice for data analysis compared to other social media platforms as 

it is a real-time multi-blogging platform where news appears first and plays an 

important part in its popularity [41]. People express their opinions and feeling in the 

posts and comments everywhere on the internet these days [42], and Twitter is the 

one that always offers the first indication. 

 

3.2.2 Data Gathering 
 
Creating a dataset was the first step in starting the implementation of the project. 

Selecting an appropriate method for collecting data was very important because there 

are some limitations that would slow down or stop the process of data gathering. 

These limitations will soon be covered in more detail. This part outlines data collection 

methods that have been used in the project.  

Twitter offers API platform, to make it easier for the researchers to access the publicly 

available tweets [43].  
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Tweepy library: Tweepy is the primary library of the Twitter API [44]. Access to the 

widely accessible stream of tweets on Twitter is made possible by tweepy. Using this 

library, new tweets can be collected as soon as they are published. Tweepy has the 

potential to be an effective tool for monitoring public sentiment on widely discussed 

topics on social media in real-time. 

However, it is tweepy’s biggest drawback in this project. Tweepy was basically just 

designed to collect the most recent tweets from up to 7 days ago [45] but, in this 

project, the tweets from 2021 need to be collected as well. In addition to the main 

limitation in tweepy, this library only collects a limited number of tweets in a timeline 

which means that when the limit is reached, there will a pause before new tweets are 

once more collected [46]. 

 

Snscrape library: Collecting old tweets from Twitter was complicated therefore there 

has been many studies done on different possible methods for collecting old tweets 

from Twitter using particular keywords, at a specified timeframe [47]. A useful python 

library called as Snscrape was discovered in order to collect old Twitter data however 

when this library was being integrated in the project, there was confusion surrounding 

it because of the lack of documentation and the problems regarding its development 

version. 

Eventually this has become the default library to collect tweets in the project however, 

by combining Tweepy and Snscrape, it was possible to get around the API restrictions 

and collect all the tweets that were needed for topic modelling and sentiment 

analysis. 

It's interesting to note that Snscrape can collect data from multiple social media 

platforms, including Facebook, Instagram, and Reddit, in addition to Twitter [48]. This 

is useful if the project is extended to get more data from other social media sites. 
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Datasets: After deciding on the best library of Twitter API, the process of collecting 

thousands of tweets started. These tweets are about: 

• Afghanistan Refugee crisis in 2021 

• Ukrainian Refugee crisis in 2022 

These are widely discussed topics in relation to refugees on social media platforms 

right now. There was additional task involved in this phase of the implementation 

process, including:  

Writing a query using which, the tweets with multiple keywords could be collected. 

This means that the text in each tweet should contain the words that have been 

specified in the query depending on how the query is written. For example, to search 

for tweets that contain either the word "refugee" or "migrant", the string "refugee OR 

migrant” should have been passed in to the query. Similarly, the string "Ukrainian OR 

Afghan" collects tweets which contain at least one of these words. Now if these 

keywords are put in parentheses and a space is added between the two parentheses, 

the tweets that contain at least one word from each parenthesis will be collected. The 

following table shows an example of query and the words that the tweets will contain: 

 

Table 1. Snscrape API query 

The tweets that will be collected using the query below, contain the following words: 

Query 
(Ukrainian OR Afghan) (refugee OR (asylum seeker) OR migrant OR migration 

OR Immigrant OR immigration) 

Words 
in the 
tweets 

Ukrainian, 
refugee 

Ukrainian, 
asylum 
seeker 

Ukrainian, 
migrant 

Ukrainian, 
migration 

Ukrainian, 
Immigrant 

Ukrainian, 
immigration 

Afghan, 
refugee 

Afghan, 
asylum 
seeker 

Afghan, 
migrant 

Afghan, 
migration 

Afghan, 
Immigrant 

Afghan, 
immigration 
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It should be noted that this query is for the Snscrape API and it is not supported in 

tweepy. To search for tweets with a specific topic using tweepy, a single word should 

be passed in to the query. 

 

3.2.3 Data Pre-processing 
 
Every day, Twitter receives millions of tweets [49] and these tweets create a vast 

volume of unstructured data. One of the most fundamental and basic step of natural 

language processing is cleaning the data. It will typically increase the accuracy of LDA 

models by cleaning, summarizing, simplifying, or categorizing text. To remove noise 

from the tweets, some common pre-processing steps were used, such as: 

 

Punctuation removal: In the first step, the punctuations and any irrelevant 

information like emoji, special characters and extra blank lines or spaces were 

removed from the tweets. This is important to remove punctuation before going to 

the next step of data pre-processing which is tokenization. Let’s take the following 

tokens as an example and assume that the punctuations have not been removed and 

the following words are left after tokenization step, The issue is that although the last 

token “it?” which has a question mark at the end of it and the other token “it” which 

does not have any question mark have the same meaning, but if they are compared 

together, it is recognised that they are separate tokens therefore they are considered 

as different tokens. These two tokens will be need to be combined because they have 

basically the same meaning and later on the effect that they have on the output of the 

LDA model might not be acceptable. additionally for the word refugees which is 

followed by a comma at the end of the token "refugees," is the same token as simply 

“refugees” without comma. 
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Tokens: 

This is a tweet about refugees, isn’t it? 

 

Tokenization: Tokenization is the process of breaking up text on white spaces into 

useful chunks, and the resulting chunk is known as a token. Tokens act as helpful key 

components for additional language comprehension. A token can be as small as 

individual characters or as large as the entire text of document. The most common 

types of tokens are characters, words, sentences and documents. 

 

Stop-words removal: Many words like “the” and “of” are not very interesting and they 

are also frequently occurring in the tweets therefore they needed to be removed from 

the corpus.  

 

Token normalization: The next step is to have one unique word form for different 

words that are similar or have the same meaning, like some of the words that are 

currently in use include “playing”, “played” and “plays”. These words basically mean 

the same thing and they should be merged into one unique form “play” because it 

does not matter what ending that word has. This process of normalization is known 

as stemming or lemmatization. Stemming is the process of removing and replacing 

suffixes in order to reach the original form of the word, also known as the stem. 

Another story is the lemmatization which the process of analysing the words correctly 

with the use of vocabularies. It groups the different forms of a word together and 

returns the base or dictionary form of all of these words which is known as the lemma. 
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3.3 Data Security and Privacy Considerations 
 
As it was previously mentioned, this research project will look at significant Twitter 

data and use them for discovering various topics and decision mining in the context of 

the refugee crisis. Although the data which have been collected from Twitter are 

already available on the internet and they are open to the public, but they provide 

certain information about the users. As a result, there are a few key aspects to 

consider. 

 

3.3.1 Twitter’s Safety and Security Features 
 
There are a variety of options on Twitter that allow users to manage who may see 

their tweets [50]. The easiest approach to keep their tweets safe is to make their 

Twitter accounts private. Protecting the tweets means that anything they write on 

Twitter will be private, and their tweets will not be visible in the search engines such 

as Google or will not be accessible using the Twitter API. Twitter does not reveal 

sensitive information such as users' email addresses, but many people on Twitter have 

posted some tweets using their email addresses at some point in their life [51] which 

will be discussed in the next part. 

 

3.3.2 What Personal Information Can Be Found in The Tweets? 
 
As previously stated, Twitter does not reveal the email address or phone number used 

to register an account, but many Twitter users do post personal information in their 

tweets or biographies. The figure below is a screenshot from the tweets that have 

been collected. As it can be seen, when the phrase "email" is searched, some of the 

users' email addresses and phone numbers can be found in their tweets. 
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Figure 3. An example of sensitive data found in the tweets 

 

The profile name of the users is along with the other information that were collected 

from the Twitter. Even if the hackers do not find an email address from the tweets or 

biographies of a user, they may use email finder tools to get the authentic email 

address based on profile name. 

 

3.3.3 What Happens If the Collected Data Is Leaked? 
 
Personal information is a gold mine for hackers. It's not simply obvious sensitive 

information like passwords and bank account information that they collect, but any 

personal information that they can combine to create a profile of potential victims 

[52]. If the tweets that have been collected get exposed in a data breach, this 

information then may be used to launch phishing attacks that are specifically targeted 
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[53]. Phishing emails or direct messages are frequently fake messages that invite 

receivers to click on a link or respond with sensitive information. 

This phishing attack is a typical way for hackers to get access to people's Twitter 

accounts. Hackers will try to trick their target victim into signing onto fake websites by 

sending links or messages [54]. The actual purpose is to take personal information, 

such as email addresses and passwords, in order to obtain access to the victim's 

account. Since Twitter is such a frequently used social media, hackers often try to send 

phishing emails posing as Twitter, requesting that users change their passwords [55]. 

This would allow hackers to steal the user's credentials, which can also be used to log 

into other accounts. 

People have encountered phishing sites that seem very similar to Twitter website in 

the past. The exact website’s look and visuals is used by hackers to get people to input 

their credentials. If people reuse the same credentials for many accounts, they may 

be vulnerable to identity theft. 

 

 

Figure 4. An example of phishing email [82] 
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3.3.4 How the Security Risks Can Be Reduced? 
 
Although there are many types of phishing attacks, email phishing is the most common 

and well known [56]. Phishing attacks have extended beyond email and into other 

communication platforms such as social media and text messaging. Over the last 

decade, the increased use of social media has made this type of phishing attack more 

common [57]. The most powerful weapon against all of these attacks is awareness. To 

keep a secure project, not only the warning signals should be taken into consideration, 

but also the best practices to follow to restrict the availability of the personal 

information.  

While the collected tweets have offered a significant amount of information for this 

research project, threats to other areas of the project, such as the user interface (UI) 

remain high. The initial Idea was to design a UI for this project that would display the 

result of the analysis as well as the tweets. This idea was changed due to concern 

about the release of sensitive or confidential information. In this research project, all 

of the tweets are stored in a Comma-Separated Values (CSV) file and they will not be 

shared with anyone. The users' identities will be kept anonymous as their names and 

IDs are not required. The topic modelling algorithm will be applied on the text of the 

tweets and only the results will be displayed in the UI. So, viewers can only see the 

data that are authorized to see which in this case it is only the result of the analysis. 

Sensitive data management is an approach that consists of data discovery, 

categorization, regular checking, and protection by combining people, process, and 

technology. It is a sensible approach to know where the data is stored, what data is at 

higher risk, who can access it, when these data is accessed and how to secure the data. 

Most businesses include the following measures in their sensitive data management 

[58]. Therefore, these strategies have been followed to keep the sensitive data in the 

project secure. 
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Table 2. Management of sensitive data 

Management of sensitive data in most of 
the companies 

What have been done in the project 

Identifying what the company considers to 
be sensitive data 

Similarly, the sensitive data in the tweets 
has been identified 

Knowing where the companies’ sensitive 
information is stored and who can access 

them 

The collected tweets have also been stored 
in a safe place 

Data should be classified according to its 
sensitivity and the potential for harm to a 

company if it is stolen 
The collected tweets have been classified  

Identifying the owner of the data 
Twitter users are the owner of the data 

that have been collected 

Identifying if the data is useful or expired, 
as well as whether it provides an additional 

concern by keeping them 

This data does not have an expiry date and 
it is necessary to secure them 

Data should be deleted as soon as it is no 
longer needed, or protected if it must be 

kept 

The data is used for educational purposes 
and will be deleted after the project is 

finished 

 

3.3.5 Conclusion 
 
All business and developers must do a better way of handling sensitive data. As many 

hacked companies have discovered, the costs of failing to implement strong sensitive 

data management procedures are high [59]. If data breaches are caused by poor 

sensitive data management procedures, then it might take few years to restore the 

damage, if they can be undone at all [60]. Many people are keeping sensitive data that 

they do not even realize they have, putting themselves at danger of having it stolen or 

exposed. Companies should list every piece of information they hold, classify the data, 

secure it, and restrict access to it. It's terrible enough to get hacked, but losing the 

personal information of other users in the first place is far worse. 
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3.4 Latent Dirichlet Allocation (LDA) 
 
Latent Dirichlet Allocation (LDA) was first applied by David Blei, a computer scientist 

in Columbia who was interested to see whether a computer could be trained using a 

variety of Bayesian learning to detect themes in scientific abstracts from the journal 

science [61]. It is a statistical model to identify the latent themes in a corpus, a corpus 

being a group of documents and documents could be anything from newspaper 

articles to tweets but regardless of the complexity of the documents, LDA simply just 

views it as a list of words. On its most basic level, LDA takes an input and runs a 

statistical model and it generates topics and distribution [62]. 

According to LDA, a quick method to analyse the content of a text is to examine the 

set of words that it contains. The tweets with similar content will almost certainly use 

the same set of words. As a result, mining a large corpus of tweets can discover 

groupings of words that commonly appear together inside the tweets. These groups 

of words can be simply regarded as trending topics and serve as the foundation for 

the detailed explanations [63]. Following the introduction, the underlying elements of 

LDA, such as hyper parameters, generative process and coherence scores are 

discussed. The focus will be on becoming familiar with how LDA works and learning 

how to improve the performance of the model. 
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3.4.1 LDA Plate Notation and Hyper Parameters 
 
Before getting into the specifics of the Latent Dirichlet Allocation model, the terms 

that represent the model's name will be considered. The term 'Latent' refers to how 

the model identifies hidden themes in the documents [64]. LDA assumes that the 

distribution of themes in a document and the distribution of words in topics are 

Dirichlet distributions. In practice, this leads to better word identification and more 

accurate topic allocation of documents. The distribution of the themes in a document 

is referred to as its allocation. 

In order to understand how the LDA model works, some of the rules that these models 

require which are called hyper parameters will be examined [65]. 

 

M and N: The larger rectangle which is denoted with the letter M, shows how many 

documents there are in the corpus as a whole. The smaller rectangle which is denoted 

with the letter N indicates the number of words in a document. So, the location of 

each parameter within these two rectangles determines whether it applies at the 

document level, the word level, or both of them. 

 

Figure 5. The plate notation representing the LDA 
model [81] 
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α and β: As it can be seen, the two parameters α and β are present outside of the 

rectangles and they are called Dirichlet prior. α controls topics in document 

distributions and β is responsible for words in topic distributions.  

A high α value indicates that so many topics are likely to be present in every document, 

rather than just one or two, while a low α value indicates that fewer topics are likely 

to make up the majority of a document. Similar to this, a high β value indicates that 

each topic will contain a combination of the majority of the words but not just any 

words specifically, while a low β value means that a topic might include a combination 

of only a few of the words. In other words, high α value will make the documents look 

more similar to one another, and high β value will make the topics look more similar 

to one another. 

 

K: The number of topics is usually the most essential hyper parameter, and its 

selection is determined by the features and the amount of the data in the dataset. For 

example, the larger the dataset, the greater the number of themes. However, this may 

not always be the case. If too many documents which are the same to some 

degree, are added to the original dataset, then that may not include any additional 

themes. For instance, few thousand tweets on a certain subject. 

Selecting a value for K is usually done using estimation. Although this is generally faster 

to estimate a starting value for k, but it may not be an optimal value. Another 

approach is to build and train various LDA models with different number of topics k 

and then calculating the coherence of the LDA models. Visualizing the resulting 

coherence will help discover the appropriate number of topic k for the model. Finally 

choosing the value of K with the highest coherence score (this will be discussed in 

more details shortly). 
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θ, φ: The θ and φ are the multinomial distributions. θ is the topic distribution for 

document M. φ is the word distribution for topic k. 

 

Z and W: The letter Z indicates the topic which is assigned to each word therefore 

making each document. The letter W stands for word. 

 

3.4.2 LDA Formula 
 

Here is the Bayesian network. On the left-hand side, the joint probability of W, Z and 

θ can be seen. On the right-hand side, there are 5 factors which will be broken down 

and explained exactly what each component does [66]: 

𝑝(𝑊, 𝑍, 𝜃)  =  ∏ 𝑝(𝜃𝑚)

𝑀

𝑚=1

 ∏ 𝑝(𝑧𝑚𝑛 |𝜃𝑚)𝑝(𝑤𝑚𝑛  |𝑧𝑚𝑛)

𝑁𝑚

𝑛=1

 

Table 3. LDA formula components 

Factors Explanation 

∏  

𝑀

𝑚=1

 The first component indicates that for each document M 

𝑝(𝜃𝑚) Topic probabilities (from the probability p of 𝜃𝑚) is generated 

∏  

𝑁𝑚

𝑛=1

 Then for each word in this document 

𝑝(𝑧𝑚𝑛 |𝜃𝑚) A topic (with the probability of p of 𝑧𝑚𝑛 given 𝜃𝑚) is selected 

𝑝(𝑤𝑚𝑛 |𝑧𝑚𝑛) 

Finally, a word is selected after a topic is selected. To select a word, the 

probability of the words in the corresponding topics should be known. 

This is the probability of the word 𝑤𝑚𝑛 given 𝑧𝑚𝑛. There are a few 

constraints on this component, first of all it should be non-negative since 

the probabilities are being modelled and also it should sum up to one. 
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Table 4. Known and unknown variables 

 Status 

W - data Known 

φ – parameters, the word distribution for topic K. Unknown 

Z – latent variables, topic of each word. Unknown 

𝜭 – latent variables, the topic distribution for document M. Unknown 

 

3.4.3 LDA Generative Process 
 
The way that a model like LDA which is a Bayesian model is represented is the same 

as the way any other Bayesian model is represented through a generative process 

therefore a generative process for the data is hypothesized and then an inference 

algorithm has to be derived for doing the inverse problem of learning the actual 

parameters or a posterior distribution on those parameters of the model that could 

explain the data. 

So, for LDA there is the following generative process [67]. It is assumed that there is K 

different topics underlying the dataset which means there is K different probability 

distributions on the same set of words and each of these distributions should capture 

a theme by putting its probability mass on a coherent subset of the words. 

The prior model assumes that each of those topics is generated independently and 

identically distributed as a Dirichlet distribution. So, this is the prior distribution that 

is placed on each of the k topics. Each topic is generated once by drawing from this 

distribution and then fixed for all the time. 

𝛃ₖ ~ Dirichlet (𝛗), for k 𝞊 {1…K} 
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Then for each individual document, it needs to be decided how it is going to use the 

topics that are available to it. So, for the mth document, it is done by generating a k 

dimensional probability distribution, and that is done once for each of the documents 

in the dataset. 

𝜭ₘ ~ Dirichlet (𝜶), for m 𝞊 {1…M} 

 
Now that there is a distribution on the different themes for the mth document, the 

words that appear in that document have to be generated. For the nth word in the 

mth document, it is first decided which topic that word is going to come from and this 

is done by choosing a topic as follow: 

zₘₙ ~ Multinomial(𝜭ₘ) 

 
So, zₘₙ will pick out one of the K topics available to it where the probability of picking 

a particular topic is encoded in 𝜭ₘ. Once a topic is picked out, the actual word is finally 

then generated. The nth word in the mth document is chosen by multinomial 

distributions where it uses the topic picked out by 𝛃ₖ. Therefore 𝛃ₖ is an index or a 

number between 1 and k that picks out the index of the topic to use to generate the 

word. This index is going to pick out the correct index for that word in that document. 

wₙ ~ Multinomial(𝛃ₖ) 

 
Table 5. LDA generative process summary [68] 

 Process 

𝛃ₖ ~ Dirichlet (𝛗), for k 𝞊 {1…K} Generate each topic 

𝜭ₘ ~ Dirichlet (𝜶), for m 𝞊 {1…M} Generate a distribution based on topics for each 

document 

zₘₙ ~ Multinomial(𝜭ₘ) Pick out a topic 

wₙ ~ Multinomial(𝛃ₖ) Pick out a word 
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Now that all of the steps in LDA generative process are covered, few things have been 

noticed. First, all of the above indicators are unknown except for the data W, 

Furthermore, it's unclear what the distribution on the topics are as well as what the 

topics themselves are therefore there are many different things that should be 

learned with this model. 

 

3.4.4 LDA Model Coherence Score 

 
In order for LDA to work, it is necessary to decide how many topics are going to be 

discovered [69]. It is important to get a general understanding of how many topics 

there are even before building an LDA model and applying topic modelling to the data.  

It is possible to build several LDA models with different number of topics (k). The topic 

coherence score indicates how well a topic model generates coherent topics. As a 

result, the topic model with the highest coherence score can be chosen because better 

topic model is indicated by a higher coherence score [70]. There are also other 

additional methods, such as Perplexity, to examine the performance of the LDA 

models, however they are not as good as coherence [71]. 

First of all, a fixed number of K was chosen for the LDA model, which was 5 and its 

coherence score was calculated as a baseline. This gave a coherence score of 0.2746. 

Then the LDA model is ran again just like it was done before but instead of specifying 

a single value of K, a range of values from 3 to 49 was specified. This took a while to 

run each model because depending on the size of the corpus and the speed of 

computer, a topic model could take few minutes. Once the output of coherence scores 

was plotted, there were various goodness-of-fit measures that further helped 

interpreting the output. 

 



32 
 

3.5 Model Fitting 
 
Once the most optimal value of K that best fits the model was figured out, the latent 

Dirichlet allocation which is built into Gensim Package was performed. In addition to 

the number of topics, Dictionary and corpus are the two basic parameters to the LDA 

model. Each word in a document is assigned a specific id by Gensim. The above-

mentioned corpus is a mapping of (word id, word frequency). For example, the output 

(0, 1) indicates that word with the id 0 only appears once in the first document. There 

are more different parameters when LDA model is called [72] but the most important 

one was the number of topics. The other parameters include: 

 

Chunksize: This parameter determines the number of documents analyzed at once by 

the training algorithm. Increasing this number will increase the speed of training. 

 

Passes: It determines how often the model is trained on the entire corpus. "Epochs" 

is another term for passes. Iterations is a technical term that refers to the number of 

times a loop is performed over each document. It's critical to have a sufficient number 

of "iterations" and "passes". 

 

Alpha: The Dirichlet prior which is used in the model is controlled by this parameter. 

If alpha is set to a value close to zero, the LDA model will use fewer topics per 

document but if alpha is set to a larger value, the LDA model will use more topics per 

document. This alpha parameter is adjusted automatically if it is set to auto. 

 

  



33 
 

3.6 Summary 
 
All the techniques and methods that have been used to carry out this research were 

outlined in this chapter. A summary of each task in data collection phase as well as the 

pre-processing phase are covered. Two datasets have been studied based on their 

content and the same analysis is performed on both of them in order to look into the 

differences between two refugee crises.  

Additionally covered were the rules and formulas that LDA models use which gave a 

better understanding of how these models work. The effectiveness of these models is 

influenced by the choice of optimal hyperparameters. Since they affect the 

performance of the LDA model, the important hyperparameters in LDA model and the 

method of determining the most optimal value of K parameter have been studied. 
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Chapter 4 Results 
 

This chapter is structured around the methodology chapter. It will concentrate on the 

findings of each step in the implementation of the project. It is discussed what makes 

Snscrape the best Twitter API for tweet collection. It is explained how data pre-

processing has a great impact on the performance of LDA models and what happens 

if the data is not pre-processed. For easier comparison, the results of all coherence 

scores are displayed in figures and tables. Finally, the latent topics in each dataset are 

presented in two tables. A brief explanation of the tool used to see the outcome of 

the LDA model is also provided. 

 

4.1 Data Gathering  
 
Accessing Twitter data using tweepy and Snscrape seemed inefficient given that the 

tweets might get collected twice but the purpose of using two libraries lies in their 

responsibilities in the project.  

Snscrape has separated itself as a library that enables researchers to scrape tweets 

without the limitations of Tweepy despite Twitter making updates to their API. 

Therefore, this library was used for scraping as many tweets as it was needed without 

any limitation.  

Another main use of this library is the ability to scrape historical tweets which was 

found very useful in the project. This feature was used to collect the tweets about 

Afghanistan refugee crisis which was a widely discussed topic on social media in 2021. 

This feature added two new arguments in the Snscrape query to specify a timeframe. 

These arguments include ‘since’ and ‘until’. 
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On the other hand, tweepy serves a different purpose in the project. It was mainly 

used to collect live tweets directly from Twitter and apply sentiment analysis on them 

in real-time. This is one of the most interesting things about this library because 

everybody on Twitter is continuously discussing things, ideas and anything else in 

between. Overall, there are many positive outcomes created from these libraries of 

Twitter API that improved the data gathering process.  

25,157 tweets have been collected about Afghanistan refugees and 10,562 tweets 

have been collected about Ukrainian refugees. The collected tweets were published 

during a certain period of time. For instance, the tweets regarding Afghanistan 

refugees that were published only between 1st of January 2021 until 31st of 

December 2021, have been collected. Similarly, the Ukrainian refugee dataset 

contains the tweets that were only published between 1st of January 2022 until 14th 

of March 2022. It is necessary that each dataset contains extensive detail and captures 

a range of needs that the refugees have before, during and after an event. 
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4.2 Data Pre-processing  
 
Data pre-processing step can be considered as one of the most important steps of 

building this project right now. The more quality data and machine learning algorithm 

or statistical method used in this project, the better the LDA model performed. If the 

LDA model does not perform well, the experience is that the data is not still ready to 

be analysed and therefore it needs to be converted into a more understandable data. 

It was obvious that the data taken from online social media platforms is raw 

unprocessed data which means it has false, incompleteness or inaccurateness. It was 

required to convert this data into a readable format that can be analysed and 

predicted. The example below is a tweet which is taken from the Ukrainian refugee 

dataset. The first thing that draws attention is the use of abbreviations and shortened 

form of words in this tweet. People frequently use the combination of few words that 

is shortened by removing letters and adding an apostrophe. For instance, “doesn't” is 

a shortened form of the words “does not”.  

Another thing is that people misspell words in the tweets and they can still understand 

what that tweet is about, but computers do not have the ability to understand 

misspelled words in the same way human beings can understand. In the example 

below there is one misspelled word which is “freind". 

Example: 

“The Ukraine situation is truly terrible Currently a freind of my mother is making an 

attempt to flee the country in order to seek refugee at our house It's super scary and I 

really hope this situation doesn't get any worse” 
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Emoji detection is not very difficult, but they caused issues in the pre-processing step. 

The biggest issue faced here was that there were several emojis that were missing 

after pre-processing the entire dataset. This is because all emojis are created using 

different platforms, for example some people use a computer desktop and other 

people use android phone or iPhone to publish a tweet. Each of these platforms 

supports and manage Unicode in various ways [73]. Depending on the way these 

platforms render certain emojis, these emojis might not seem exactly the same and 

therefore they cannot be recognised in the pre-processing step. 

The missing emojis were not detected until after a visual inspection of the result. The 

emojis that were missed in the pre-processing step were found among other words in 

the topics. This problem was solved by checking more Unicode to find all of the emojis 

that are created using different platforms. 
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4.3 Comparison of LDA Models 
 
The use of topic modelling to organise unstructured text data is interesting, but since 

the number of topics are not always easy to estimate, topic coherence measures have 

been recommended to help decide between good and bad number of topics. 

Topic coherence is a method that can be used to evaluate a topic model that is easier 

for people to understand. This approach examines a collection of words in created 

topics and scores how interpretable these topics are.  

Several metrics that compute coherence in different ways exist, but Cv shows to be 

the one that is most compatible with human interpretability. It is a formula that has 

been shown to correspond well with human decision-making. It counts the number of 

times the topic words appear together in the corpus. Cv is one of the topic coherence 

measures supported by Gensim [74]. 

The measurement of topic coherence scores was found very useful for comparing 

different topic models based on their accuracy. The decision making became much 

easier when there was topic coherence because it gave a clear picture of how good 

LDA models with different number of topic (K) performed. 
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4.3.1 Comparison of LDA Models on Ukrainian refugee dataset 

 
According to the graph below, which displays the coherence scores for the Ukrainian 

refugee dataset, when the number of topics was 12, the highest coherence score was 

achieved which was 0.3824. Based on these considerations, it was determined that 12 

was the most optimal number of topics for LDA model. 

The coherence score line rises as the number of topics increases, but it is decreasing 

between 12 and 13. The number of topics that is chosen will still be determined by the 

needs of the project. Although the coherence score was also high when the number 

of topics was 45 but this number was large and would result in having so many topics 

that would contain repetitive words.  
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Table 6. Coherence score for each value of K for Ukrainian refugee dataset 

Value of 
K 

Coherence 
Value of 

K 
Coherence 

Value of 
K 

Coherence 
Value of 

K 
Coherence 

3 0.3062 16 0.3023 29 0.3338 42 0.3227 

4 0.2855 17 0.3258 30 0.3133 43 0.3475 

5 0.2515 18 0.2814 31 0.3063 44 0.3313 

6 0.2653 19 0.3175 32 0.3296 45 0.3531 

7 0.2569 20 0.3316 33 0.3133 46 0.3449 

8 0.3139 21 0.2949 34 0.3261 47 0.316 

9 0.3205 22 0.3208 35 0.3177 48 0.3472 

10 0.316 23 0.3432 36 0.3359 49 0.3304 

11 0.325 24 0.3201 37 0.3269   

12 0.3824 25 0.3227 38 0.3463   

13 0.2781 26 0.3216 39 0.3288   

14 0.3086 27 0.323 40 0.3286   

15 0.3329 28 0.3345 41 0.3255   

 

  

Figure 6. Determining optimal number of topics for Ukrainian refugee dataset 
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4.3.2 Comparison of LDA Models on Afghanistan refugee dataset  

 
For Afghanistan refugee dataset, 9 was found to be the most effective number of 

topics to use in order to improve the performance of topic modelling after examining 

the topic coherence over a range of topics from 3 to 49. 

Since having just one or two topics makes no sense and would result in all of the words 

being on just one or two topics, the range of topics starts at 3. Figure 7 shows that the 

coherence score line rises as the number of topics increases until it reaches 9. 

Generally, it is important to take into account both qualitative and quantitative 

aspects when deciding the number of topics and analysing the interpretability of the 

topic model. 

This means that once the optimal number of topics has been decided, the next thing 

to consider is how to accurately evaluate and improve the interpretability of those 

topics. To check if the outcomes of the topic model make sense for the use case, one 

method is to visualize the findings. The LDAvis tool can be used to see how the LDA 

model fits various topics and their top words.  

The visualization should include just the right number of topics to allow readers to 

identify between major themes, but not too many that make the topics difficult to 

understand. Let’s assume that a greater number is found to be the optimal number of 

topics and it results in having so many topics, in that case, the number of topics is not 

fixed and the topic model can still improve in terms of interpretability by rerunning 

the coherence measurements. 
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Table 7. Coherence score for each value of K for Afghanistan refugee dataset 

Value of 
K 

Coherence 
Value of 

K 
Coherence 

Value of 
K 

Coherence 
Value of 

K 
Coherence 

3 0.2224 16 0.2761 29 0.2675 42 0.2834 

4 0.2817 17 0.2876 30 0.2866 43 0.2873 

5 0.2946 18 0.2675 31 0.271 44 0.2859 

6 0.266 19 0.2935 32 0.2781 45 0.2825 

7 0.2688 20 0.2763 33 0.268 46 0.2961 

8 0.2804 21 0.285 34 0.2977 47 0.2872 

9 0.3272 22 0.317 35 0.2761 48 0.2891 

10 0.2905 23 0.2648 36 0.2986 49 0.2995 

11 0.3159 24 0.2708 37 0.2796   

12 0.2914 25 0.2739 38 0.2879   

13 0.2772 26 0.2825 39 0.2777   

14 0.2779 27 0.2847 40 0.2815   

15 0.2906 28 0.2742 41 0.2856   

  

Figure 7. Determining optimal number of topics for Afghanistan refugee 
dataset 
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4.4 Results of LDA Model 
 

4.4.1 Result of LDA Model on Ukrainian refugee dataset 
 
Topic one for example contains the words spare, room, house and property therefore 

this topic is about physical house. All the topics nearby are also about housing needs 

of Ukrainian refugees, for example topic two in particular seems to be about a scheme 

to accommodate Ukrainian refugees because it contains the words government, 

home, scheme and host. Similarly, topic 4, 5 and 6 seem to be more or less the same 

thing. They overlap each other therefore they are semantically related and they focus 

mostly on healthcare hence the healthcare information has been spread across these 

three topics. 

Table 8. Labelled topics of Ukrainian refugee dataset 

Topic No. Label 
Words 

1 2 3 4 5 

1 
Physical 
Housing 

Spare Room House Bedroom Property 

2 
Housing 

Provision 
Government British Home Scheme Host 

3 Transportation Border Poland Pick Driver Walking 

4 Healthcare Healthcare Border Migration Refugee War 

5 Healthcare NHS Elderly Organisation Government Refugee 

6 Healthcare Unvaccinated Street Homeless War Invasion 

7 Winter Aid Cold Help Survive Struggling Refugee 

8 Family Family Child Women Mother House 

9 - Volunteer Donating Team Organization Labour 

10 Education Education Kids UNHCR Refugee Immigration 

11 Food Food Women Baby Homelessness Ukrainian 

12 - Moldova Math Art Church Refugee 
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So, several of these topics have been labelled except topic 9 and 12 because the words 

in these topics are the ones that unless they are shown in combination, it would not 

be possible to figure out what documents containing these words. So, if a document 

is about Moldova, then that document could be related to the Ukrainian refugees in 

Moldova but when the document has a mixture of other words together like math and 

art, it becomes clear that this is a topic about what Ukrainian children are being taught 

in the host countries. 

 
It is generally difficult to look at the lists of top words from the LDA model but there 

are some tools available to support this visualization. LDAvis is an interactive tool and 

a useful package to visualize the output of LDA model. It was initially a R package 

however it has since been ported to Python [75]. It gives an HTML output that can be 

opened in a browser. 
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In the following visualization, there are two views to look at the topic model, the first 

one on the left is a map and the idea here is that each topic is represented as a circle 

and the size of the circle corresponds to how much of the document collection this 

topic explains. The circles that are closer to one another represent topics that are 

semantically related therefore it becomes easier to find what topics are in the data 

and how they are related. The farther apart they are, the better the outcome is. In this 

visualization 6 out of 12 topics overlap each other but not too much which is a good 

result. 

 

  

Figure 8. The layout of LDAvis for Ukrainian refugee dataset 
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When a given circle or topic is chosen, a description of that topic in terms of its top 

words is shown on the right. The words that are displayed here are ranked in terms of 

how important they are to this topic. 

 

 

  

Figure 9. List of top words in a given circle or topic in LDAvis for Ukrainian refugee dataset 
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This visualization contains further features for considering which words are the most 

unique to this particular topic and how each word relates to other topics. When a 

word is highlighted in one topic, the other topics where this word is frequently used 

in are also highlighted. As can be seen in the figure below, when the word “house” 

gets highlighted, the size of circle 1 and 8 get bigger while other circles get smaller 

which means this word has been used frequently in topic 1 and 8. 

 

 

 

  

Figure 10. LDAvis feature to show relationship between word and topics for Ukrainian refugee 
dataset 
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4.4.2 Result of LDA Model on Afghanistan refugee dataset 
 
The table below lists 9 topics that were found in Afghanistan refugee dataset, along 

with 6 representative words from the most important words for each topic. The table 

also shows that people on Twitter talk about a variety of topics, 8 of which are relevant 

to the refugee needs while 1 topic on “America” seems irrelevant to the area of this 

research. 

6 out of 8 relevant topics, including “Winter Aid”, “Education”, “Housing”, “Food”, 

“Healthcare” and “Gender inequality” are clearly related to the refugee needs, while 

2 other topics including “Neighbouring Countries” and “Border” could be just 

considered as topics that are generated from Afghanistan refugee dataset since they 

are about the countries that receive the most refugees from Afghanistan but they are 

still closely related to the Afghanistan refugee crisis. 

The results of the LDA model are interesting because they show that despite the 

refugee crisis, people support women in the fight against gender inequality and they 

pay attention to how important gender justice and women's rights are in this 

circumstance. 
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Table 9. Labelled topics of Afghanistan refugee dataset 

Topic 
No. 

Label 
Words 

1 2 3 4 5 6 

1 Border Border Camp Humanitarian Resettlement Donate Refugee 

2 America 
Joe 

Biden 
America Democrat Dollar Refugee Money 

3 

Winter Aid 
& 

Religious 
Minorities 

Clothing Clothes Winter Meal Hazara Religion 

4 

Education, 
& 

Gender 
Inequality 

College University Woman Family Vaccinated Afghanistan 

5 
Neighbouring 

Countries 
Pakistan Iran India Hosting Refugee War 

6 Housing House Welcome Home Homeless Room Resettlement 

7 
Food 

& 
Job 

Work Job Food Family Need Aid 

8 
Healthcare 

& 
Family 

Woman Child Kid Healthcare Treatment Refugee 

9 
Gender 

Inequality 
Female Girl Sex Slave Refugee Border 
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LDAvis package was also used to visualise the topics in the dataset for refugees from 

Afghanistan. The output again shows an interactive chart that displays 9 topics and 

their top words in order of importance to each topic. 

Much like the earlier LDAvis figures, on the left side, the topics are displayed as circles. 

A strong LDA topic model will have large circles, non-overlapping circles spread across 

the graph rather than being clustered in one quarter of the graph. 

As it can be seen in the figure below, the size of the circles is often large which is a 

good result but 3 circles overlapping each other too much. Another negative point to 

note is that the circles are not spread across the graph and they are mostly in one half 

of the graph however, the model and its visualization produced a good picture of the 

key topics in the dataset for refugees from Afghanistan. 

 

 

Figure 11. The layout of LDAvis for Afghanistan refugee dataset 
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4.5 Conclusion 
 
A wide range of topics that are discussed in relation to refugee crisis in Ukraine and 

Afghanistan on Twitter are found using 35,719 collected tweets, pre-processing 

methods and the LDA model. 

The topics that have been found can address the basic needs of refugees, such as 

housing, food, healthcare and so on. It also addresses the fact that winter is the most 

difficult and dangerous time of the year for refugees. The cold temperatures in winter 

could affect the health and housing needs of refugees, increasing danger for those 

who are already at risk. In terms of gender inequality and the right to access education, 

people on Twitter have expressed concerns about refugee women and children. 

While the LDA model has been recognized for its abilities to accurately and clearly 

capture words and latent topics in the data, it is important to also address its main 

drawback. The complexity of the LDA model is mostly dependent on how many topics 

to include. Given how computationally intensive LDA model is, it takes a long time to 

compute models with different number of topics and measure their coherence scores. 
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Chapter 5 Discussion and Conclusion 
 

This chapter is divided into two sections. In the first section, there is a discussion of 

how the findings of the investigation influence the hypothesis. The important findings 

of the research are also summarised.  

In Conclusion section, it will be discussed how the results correspond with the 

expectations and how they can be used. The unusual things that were found while 

carrying out the research and the limitations that appeared will be explained. 

Following the conclusion of the present research, the future work will be discussed. 

 

5.1 Discussion 

 
The hypothesis posed at the beginning of this document which claimed that the 

findings of this research would be representative of refugee needs is now supported 

by the topics that have been extracted since they are relevant to the needs of 

refugees.  

The present findings confirm that not only the needs of refugees change over time but 

also, they are unique. For instance, in comparison to the Afghanistan refugee dataset, 

the dataset for Ukrainian refugees shows no evidence of gender inequality and 

Religious Minorities. 

In addition, these findings provide additional information about, Gender inequality 

language which is often repetitive in Afghanistan refugee dataset, with the same 

words appearing in many discourses for very different purposes. This conclusion is 

based on the fact that many tweets in Afghanistan refugee dataset are expressing 

concern for Afghan women. 
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Gender equality is also one of the 17 Sustainable Development Goals set by the United 

Nation [76]. There were conversations regarding how crises like wars can influence 

women's lives. It is reasonable to say that achieving Sustainable Development Goal 10 

which ensures equal opportunity and reduces inequalities within and among 

countries will help in the achievement of the other Sustainable Development Goals 

such as Gender equality. 

When combined together, these topics could serve as a useful summary of the main 

needs that the refugees have in any refugee crisis. For instance, winter aid is a 

common need that refugees from Ukraine and Afghanistan had in both crises. 

 

5.2 Conclusion 
 
The LDA model performed well overall, making it a strong choice to model the topics 

of a large dataset about refugees, however it is not quite real-time due to topic 

modelling computation time and it might take about 30 minutes to complete. It has 

been determined through applying LDA topic modelling on the Twitter data about 

refugees that the latent topics that have been discovered are representative of 

refugee needs. 

 

The results can be used in the following ways: 

Focus Areas: The findings of this research can be used to highlight which groups of 

refugees require the most assistance, enabling the United Nation and humanitarian 

organizations to focus their efforts. For example, a particular focus on the safety of 

women and girls is suggested as the model highlights that they are frequently 

confronted with greater levels of danger and they are more frequently victims of 

gender-based violence. 



54 
 

 

Emergent Issues: It could be used for providing insights into certain situations. For 

instance, if this analysis is applied on a weekly basis by a member of a refugee group 

and it is noticed that there is an increase in some issues related to sickness, it can be 

considered having an epidemic of some type of disease among refugees in a way that 

it wouldn't immediately be detected without running this analysis. 

 

Policy Confirmation: In addition, the results could be used for confirming an existing 

policy. For instance, the United Nation assists refugees in achieving their access to 

state services, such as public health services, access to education and so on, when it 

is necessary under its urban refugee policy [77].  

 

5.2.1 Limitations 

 
The followings are meant to demonstrate the limitations that were encountered in 

this research project. These limitations mainly belong to the data gathering phase of 

the project. To prevent delays and errors, these limitations must be taken into account 

while building the project. 

 

Tweepy Rate Limit: There are rate restrictions on how frequently API calls can be used 

in the Twitter API. To be exact, 900 API calls are permitted every 15 minutes [78] but 

the restrictions are different based on the account tier, for example the limited 

number of API calls in this project was 50 with no more than 100 tweets in each call. 

When going above this limitation, waiting between 5 and 15 minutes was required 

before calling the API again.  
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Tweepy Timeline Limit: In addition, Tweepy restricts users to the most recent tweets 

in a timeline, for example, the tweets that were only published during the previous 7 

days. An academic research account is necessary if a user needs to go back further to 

collect older tweets [79], but Twitter does not easily provide them access to academic 

research account. As compared to the developer account that was created for this 

project in order to be able to collect tweets using tweepy, a considerably longer 

approval process and much higher refusal rate are expected when creating an 

academic research account. 

 

Disabled Location in Tweets: The ability to track the location of the tweets is limited. 

Twitter users must choose to manually add their location or enable Global Positioning 

System (GPS). According to an estimate, only 1% to 3% of Twitter users have enabled 

accurate location tracking using GPS [80]. Many users follow the security procedures 

like deactivating geolocation hence, geolocation information is absent from many 

tweets. This indicates that it could not truly be helpful for collecting tweets based on 

their location. 

 

Topic Modelling Computation Time and Memory Requirements: LDA topic modelling 

takes a long time to estimate even for a limited number of topics. It takes about 30 

minutes to measure the topic coherence scores and run the LDA model in a standard 

computer without using Graphics Processing Unit (GPU) or additional memory. 
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5.2.2 Future Work 

 
The goal of this research was to find the latent topics in the collection of tweets using 

topic modelling and identify the refugee needs in those topics. Incidentally, sentiment 

analysis was carried out to see if any correlations can be found. Sentiment analysis is 

a good area for future research to understand changing perceptions of refugee crisis 

over time.  

By using sentiment analysis, the emotions that were expressed in the tweets were 

determined. They were either positive, negative or neutral. With sentiment analysis, 

it was possible to understand and interpret public opinion because the datasets were 

large and sentiment analysis makes it more efficient as well as consistent to analyse 

these datasets. 

In addition to analysing the sentiment of the datasets, a dashboard has been designed 

which performs sentiment analysis on live tweets that are collected using Tweepy 

library. The result of the sentiment analysis on the live tweets is presented in real-time 

using a Highchart (see Appendix C for dashboard) 

The following bar plots make it possible to determine how people generally feel about 

refugee crisis in Ukraine and Afghanistan. Surprisingly, the dataset on refugees from 

Afghanistan has slightly more positive tweets than negative ones. This might be as a 

result of the tweets in the Afghanistan refugee dataset being from a longer time 

period. They were posted between 1st of January 2021 until 31st of December 2021. 
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Figure 12. Sentiment status of the tweets in Ukrainian refugee dataset 

Figure 13. Sentiment status of the tweets in Afghanistan refugee dataset 
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Sentiment analysis was used in variety of different contexts, for example, the strength 

of sentiment analysis became obvious when additional data factors such as number 

of retweets, were taken into account. 

The number of times each tweet has been retweeted is included in the Twitter 

metadata. This is an interesting pattern that was found by examining how the overall 

number of retweets changed with the sentiment.  

In Ukrainian refugee dataset the Twitter users pay far more attention to and retweet 

more frequently those tweets with a Positive attitude. While in Afghanistan refugee 

dataset, it appears that negative contents on Twitter significantly increases users’ 

engagement. 

 

 

  

Figure 14. Sum of retweets per sentiment status in Ukrainian refugee 
dataset 
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An interesting research question for future research that can be derived from 

sentiment analysis is that how Afghanistan and Ukrainian refugee crises were 

discussed on Twitter before, during and after they occurred. The point of that would 

be to determine how the sentiment differs over time which would be beneficial 

because it indicates if the discussion is focused on assisting refugees or not. It is 

assumed that when the proportion of positive words increases, the topic of 

conversation is about helping refugees, and when the proportion of negative words 

increases, the topic of conversation is about the war or invasion.  

Figure 15. Sum of retweets per sentiment status in Afghanistan refugee 
dataset 
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Appendix B – Code Repository 
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Appendix C – Screenshots 
 

 

Figure 16. WordCloud visualization of Ukrainian refugee dataset 
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Figure 17. WordCloud visualization of Afghanistan refugee dataset 
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Figure 18. Screenshot of the main page in the user interface 
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Figure 19. Screenshot of the second page in the user interface. This is a live Twitter Sentiment 
analyser 
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Figure 20. The live Twitter Sentiment analyser is started and the chart is showing the sentiment 
of the live tweets which are being collected 


