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Applying Large language models to capture impact
assessment from AI incident reports in order to gain
insight into relationships and correlations between

impact categorisation ontologies

The abilities of Large Language Models has grown exponentially in recent years.

With a heightened focus on safety concerns with this technology, there has been a

greater emphasis placed on categorizing high risk AI systems, in order to better

understand their risks and dangers. This categorization is done through incident

report annotation. By applying semantic models, namely impact categorisation

ontologies, to these incident reports, stakeholders can better understand these risks

and dangers.

This research aims to leverage large language models to optimize the process of

capturing impact assessments from publicly available AI incident reports. This will be

done through the application of large language models to the task of extracting AI

incident report data into existing impact categorization ontologies.

By examining the annotated incident reports, conclusions can be drawn about the

ability of large language models to perform this annotation task that is traditionally

time-intensive, as manual annotation is the current standard method. As well as this,

conclusions can be drawn regarding correlations and relationships between the

different impact categorisation ontologies used, which can lead to further work being

done on standardizing the impact categorization methodology in the future.
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Chapter 1

Introduction

This chapter shall introduce the reader to the dissertation work. It begins with the

motivation which highlights the importance and relevance of the work. Following

sections include both the research question and the research objectives, with the

final section summarizing the structure of the report.

1.1 Motivation

As Artificial Intelligence (AI) improves, its impact on our society grows dramatically. It

is vital to understand the potential risks that this growth may have. AI incidents, such

as privacy breaches, systematic biases or safety hazards can cause significant

damage to both individuals and society as a whole. In order to effectively mitigate

these risks, it is important to understand them. The importance of recording and

analyzing AI incidents is key to a successful mitigation of risk. Efforts to collect

information on AI incidents have thus become more important. These efforts have

taken the form of the collection of large databases of media reports of AI incidents

such as the AI, Algorithmic and Automation Incidents and Controversies (AIAAIC)1

.and the AI Incident Database (AIID) 2

Semantic models that categorize risk and impact such as the Vocabulary of AI Risks

(VAIR) or the Common Impact Data Standard (CIDS), are commonly used to

annotate these incidents in order to standardize and categorize them. This research

2 AI Incident Database https://incidentdatabase.ai/

1 AIAAIC Repository https://www.aiaaic.org/
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aims to understand how the current state of the art Large Language models (LLMs)

like openAI’s GPT-4 3 and Anthropic’s Clause 34 can be leveraged to aid the process

of applying these ontologies to AI incidents, as well as to examine how these

ontologies correlate to each other. This may uncover valuable insights into the

relationships between similar AI incidents and risks, and the correlations between

different ontologies.

The relevancy of this research extends across multiple stakeholders and domains.

Companies currently developing AI systems need to understand the landscape of AI

incidents in order to deploy safe and fair systems. Understanding AI risk

categorization can allow these companies to preemptively mitigate risks that may

occur from their AI systems by studying similar risks from other systems or across

other domains. With the EU AI act recently coming into law, regulators and

policymakers have a heightened interest in AI risk categorization. Understanding and

optimizing effective AI risk categorization would allow these regulators and

policymakers to focus their attention on studying the causes and possible mitigations

for risks that are deemed to have the highest severity, or that appear most frequently,

thus improving the regulation of AI systems.

As AI integration increases across different domains such as healthcare, finance and

law enforcement, the understanding of how AI incidents relate to each other, as well

as how their various ontological categorisations correlate becomes more relevant.

This integration gives the various stakeholders involved the opportunity to compare

similar risks across different jurisdictions, industries or organizations. This can be an

effective way for stakeholders to understand how risks are handled, and how to

effectively mitigate risks stemming from their own integration by learning from others.

4 Claude 3 https://claude.ai/

3 GPT-4 https://chat.openai.com/
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1.2 Research Question

With AI regulation coming to the EU through the new AI Act, there is a need more than ever

for regulatory assessment and the impact that it has on new AI systems. This research has

two main aims: to investigate how LLMs can be used to aid the process of to capture impact

assessments in order to categorize AI incidents using existing ontologies and to analyze the

relationships and correlations between the existing ontologies used to categorize AI

incidents. As a result, the research question for this dissertation is as follows:

To what extent can existing Large language models and ontologies be leveraged to capture

impact assessment from AI incident reports in order to gain insight into relationships and

correlations between impact categorisation ontologies.

1.3 Research Objectives

From the research question defined in 1.2, there are three main points. The first

being the extent to which existing LLMs can be used to capture impact assessment

from AI incident reports This leads to the first research objective below, which aims

to develop a methodology to capture impact assessments from AI incidents using

LLMs.

The second point is to how LLMs can be used to annotate these impact

categorisation ontologies using the impact assessments captured. This leads to the

second research objective, which aims to develop a methodology for using an LLM

to annotate these impact assessments using impact categorisation ontologies.

The third point is the insight into relationships and correlations between different

impact categorisation ontologies. This is the reason for the third research objective,

3



to analyze the annotated impact categorization ontologies to try and gain insight into

the relationships and correlations between them.

In summary, below are the research objectives of this dissertation:

1. To develop and evaluate a methodology for using LLMs like GPT-4 and

Claude 3 to capture impact assessments from AI incidents.

2. To develop a methodology for using LLMs to annotate these impact

assessments using impact categorisation ontologies.

3. To analyze the annotated impact categorization ontologies in order to gain

insight into the relationships and correlations between them.

1.4 Structure and Contents

The following chapters will cover the State of the Art, Design, Implementation,

Evaluation and Conclusions & Future Work. State of the Art will cover the

background context of this work, as well as closely related works. The Design

chapter will cover the research focus, design choices and design overview.

Implementation will cover the data preprocessing, LLM choices, prompt engineering,

ontology preparation and selection, and the correlation analysis process. The

Evaluation chapter will cover the evaluation framework used, and presents the

results using this framework. The Conclusions & Future Work chapter will conclude

this dissertation by reflecting on the work completed, and possible future

adaptations.
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Chapter 2
State of the Art

This chapter aims to look at background topics related to the area of research as

well as related works. The aim here is to give context for the research of this

dissertation, and to give the reader a deeper understanding of the relevance of the

work in the area of research. By presenting the existing literature it gives insight into

current gaps, as well as providing the grounds for a deeper understanding of the

research topic for the reader.

2.1 Background

Over the last few years there has been an increasing interest in the area of artificial

intelligence, especially considering the paradigm shift of Large Language Models

(LLM) like GPT-4 and Claude-3. The need for regulations of Artificial Intelligence

systems has in turn been accelerated at an unprecedented rate. Many new

frameworks have been proposed across the globe, with the European AI act

garnering attention as the world’s first AI law5 . This new AI Act stands to be the

inaugural legislation in the field of artificial intelligence, with the added importance of

covering the entire European Union. (5) In an environment where regulatory

compliance is becoming more important, and AI associated risks are becoming more

prevalent every day, the need for an analysis of ways to categorize incidents and

mitigate future risks is growing. Here, these incident reports will be discussed in

depth, along with the AI Act that applies to them. As well as this, the relevant

semantic models and ontologies will be discussed in order to understand the current

state of the art in this area.

5 EU AI Act https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138_EN.pdf
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2.1.1 Incident Reports

Artificial Intelligence systems have inherent risks due to the nature of the technology.

These risks manifest in various ways, such as biases in decision making, safety

control failure and breaches in cybersecurity. As the development of AI systems

continues despite these issues, a need for systematic documentation and analysis of

AI incidents has emerged. AI incident reports are the solution for this. These incident

reports play an important role in the understanding and mitigation of AI risks. These

reports document the failures, biases and other risks that are commonplace for AI

systems and serve as a valuable resource for the various stakeholders in the

improvement of AI safety.

Databases such as the AI, Algorithmic and Automation Incidents and Controversies

(AIAAIC) repository and the AI Incident Database (AIID) have been founded to

catalog these incidents (16). These serve as centralized repositories for AI incident

reports that are invaluable for developers, researchers and regulators. These

repositories categorize a wide range of AI incidents, mainly sourced from news

articles. Currently there is a lack of standardized AI incident reporting. Organizations

like OECD are working on developing a common framework for AI incident reporting

to address this gap. The global AI Incidents Monitor (AIM) intends to collect incidents

in real-time from publically available resources.6 Until this source becomes publicly

available for use, news article based repositories like the AIAAIC repository serve as

a valuable source of incident reports.

2.1.2 AIAAIC repository

The AI, Algorithmic and Automation Incident and Controversy (AIAAIC) repository is

an open-source and independent database which collects information about

incidents related to AI. It was launched in 2019, and has over 1000 entries occurring

from 2012 to present. The repository serves as a valuable tool for accessing

structured and verifiable incident reports. The content of the repository is available to

6 AI Incidents Monitor https://oecd.ai/en/ai-principles
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use, copy, redistribute and adapt under a CC BY-SA 4.0 license.7 This repository of

incidents will be used in this work as the main source of incident reports, as it is

currently the state of the art in the area.

2.1.3 The EU AI Act

The EU AI Act stands as the world’s first Artificial Intelligence law. This piece of

legislation intends to set the precedent for AI system risk mitigation in the EU. (24)

The act takes a risk-based categorization approach, classifying AI systems into four

categories: unacceptable risk, high-risk, limited risk and minimal risk. The Act

imposes strict obligations on both developers and deployers of high-risk AI systems

in order to mitigate the risks involved. Systems categorized as high-risk must

undergo outlined assessments before being available for use in the EU. (10). The

Act aims to regulate these AI systems comprehensively based on their risks and

impacts, with an aim to promote trustworthy AI innovation.

2.2 Generative Artificial intelligence

Generative Artificial Intelligence has come to the forefront of Artificial Intelligence

recently, referring to systems which generate new information rather than

regurgitating information that the system was trained on.(7) It is this new form of

artificial intelligence that demands new regulations due to its limitless potential.

These tools have the ability to analyze many different types of data such as text,

images, video and audio.(14) The current state of the art is changing daily, with new

tools constantly pushing the leading edge of the technology out further. For the

purpose of this work, the main generative artificial intelligence tool focused on is the

large language model (LLM).

7 AIAAIC Terms of Use: https://www.aiaaic.org/terms
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2.2.1 Large Language Models (LLMs)

The Large Language Model is a generative artificial intelligence tool that uses deep

learning techniques and a massive volume of data to understand and generate text.

They are based on the transformer architecture which uses attention mechanisms to

process text. Multiple layers of neural networks are used with huge numbers of

parameters that are then fine tuned during model training. (11) In order to train these

layers of huge networks, self-supervised learning is used on a vast corpora of text.

During this training, the model learns to predict the most likely next word in a

sequence of words, which leads to the model having the ability to generate text while

seeming to understand context, patterns, grammar and semantics. (17)

2.2.2 Benchmarking LLM Performance

The current state of the art for LLMs is advancing rapidly. As a result, there has been

a saturation of benchmarks to evaluate the best performing LLMs due to this

unprecedented development pace. As a result of this, public leaderboards like the

Chatbot Arena8 and Stanford’s HELM leaderboard9 serve as the most relevant

sources for understanding which LLMs have the best performance. These public

leaderboards take many different benchmarks into account, with three of the main

benchmarks being Massive Multitask Language Understanding (MMLU), Discrete

Reasoning Over Paragraphs (DROP) and HumanEval.

MMLU is designed to assess the multitasking accuracy of an LLM across different

subjects from Science Technology, Engineering and Mathematics (STEM),

humanities and social sciences. It is a measure of a models’ ability to perform across

the board on academic questions, which underscores the model’s underlying

knowledge base and potential for real world use.

9 Stanford HELM Leaderboard; https://crfm.stanford.edu/helm/lite/latest/#/leaderboard
8 Chatbot arena Leaderboard: https://chat.lmsys.org/?leaderboard
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DROP is a measure of a models’ ability to perform discrete reasoning over

paragraphs. It involves extracting relevant information from text to answer questions

that require a series of reasoning steps that can include mathematical operations.

The benchmark tests the models’ comprehension and analytical abilities, giving

insight into how good a model is at synthesizing information in a logical way.

HumanEval is a benchmark focused on the functional correctness of code generated

by an LLM. It consists of Python programming questions, each containing a function

and several unit tests. The benchmark assesses the model on language

comprehension, reasoning, mathematical operations and algorithms. The

performance of an LLM on this benchmark is an indication of the models’ ability to

understand programming tasks and generate functionally correct code.

Figure 1: Chatbot Arena Leaderboard Scores

As of this date, OpenAI’s GPT-4 Turbo, Anthropic’s Claude 3 Opus and Google’s

Gemini Pro are performing best based on these leaderboards. For the purpose of

this work, these models will be taken into consideration as the current state of the art

in LLMs based on these benchmarks.

9



2.2.3 GPT-4

GPT-4 is Open AI’s latest LLM in their series of groundbreaking Generative

Pre-trained Transformer (GPT) models. GPT-4 represents a significant leap in the

capabilities of LLMs mainly due to its impressive benchmark performance. The

model has shown an advanced level of understanding and generation of human-like

text in comparison to other LLMs, as reflected in these benchmarks. As well as this

performance improvement, GPT-4 has other significant feature improvements such

as a multimodal input ability, allowing both images and text to be used as input and

an increased context length of over 25,000 words of text. (19)These advancements

allow the model to perform tasks like generating detailed descriptions from images

and summarizing content from screenshots, as well as improving document analysis

skills and an ability to maintain coherence overlong passages of text. Despite these

advancements, GPT-4 has some limitations, such as hallucination potential (13). In

order to mitigate the risks associated with hallucinations, results produced by GPT-4

should be verified before integration. For the purposes of this work, the version used

will be GPT-4 turbo, which is the latest version available to the public as of April

2024.

Figure 2: Latest GPT-4 Turbo improvements
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2.2.4 Claudez 3 Opus

Claude 3 is a family of LLMs developed by Anthropic. This family consists of three

models, Claude 3 Haiku, Claude 3 Sonnet and Claude 3 Opus. Each model offers a

different balance of speed, cost and capability. For the purposes of this work, Claude

3 Opus is considered as it is designed to be the most capable of the family. Claude

3 Opus has an equally impressive benchmark performance as seen in Figure 3,

outperforming GPT-4 in several benchmarks, such as MMLU10, HumanEval11 and

DROP (4). The performance of Claude 3 Opus in these benchmarks is a suggestion

of a high level of comprehension, which is important for this work. Claude 3 Opus

also includes features such as multimodal inputs and a 200,000 token context

window. It is important to note here that this is compared to GPT-4 and not GPT-4

Turbo, which is the latest version of GPT-4. Claude 3 Opus and GPT-4 Turbo show

similar levels of performance as of April 2024.

Figure 3: Claude 3 Benchmark Performance

11 HumanEval: https://paperswithcode.com/sota/code-generation-on-humaneval
10 MMLU: https://paperswithcode.com/sota/multi-task-language-understanding-on-mmlu
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2.2.5 Gemini Ultra

Gemini is Google’s family of LLMs, developed by Google DeepMind and Google

Research. It was built to be multimodal from the start, capable of understanding a

multitude of different types of data, like text, audio, images and video. Gemini’s

models include Ultra, Pro and nano. Gemini Ultra is the most advanced model of the

lineup, It has shown impressive scores on benchmarks like MMLU, DROP and

HumanEval as seen in Figure 4, surpassing previous models and in some cases

even human experts12. Due to this impressive performance, the release of Gemini

Ultra is highly anticipated, with expectations that it will offer a significant

improvement on the current state of the art. However it is not currently widely

available to the public, with Gemini Pro being the current available model,albeit with

restrictions on use in Europe. Due to these difficulties in access, along with the

consideration that Gemini Pro is outperformed by GPT-4 Turbo and Claude 3 Opus,

Google’s Gemini models will not be considered for use in this work, however they

stand to be a significant leap forward in the state of the art in this field once access

restrictions are dealt with.

12 Gemini vs Humans:
https://medium.com/sofa-success-stories/google-says-its-gemini-ai-outperforms-both-gpt-4-and-exper
t-humans-27e743000815
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Figure 4: Gemini vs GPT-4

2.2.6 Perplexity AI
Perplexity AI13 is a significant service for Language Model platforms, offering users

access to powerful LLMs. As the field of artificial intelligence grows, access to these

LLMs has become more important for researchers and developers. Perplexity AI

provides access to multiple state of the art LLMs in one place. For the purposes of

this research, access to GPT-4 was available through a premium subscription to

chatGPT, while Gemini Ultra and Claude 3 Opus were not available in Europe at all.

However by using Perplexity, access to GPT-4 Turbo and Claude 3 Opus was

possible. Perplexity also allows for the creation of threads, where a model can be

given a prompt for the entire thread, giving more context to each query. This is

advantageous when building a system that prompts an LLM for the same output

multiple times, like the one in this work.

13 Perplexity AI: https://www.perplexity.ai/
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2.2.7 Prompt Engineering

Figure 5: Prompt Engineering Process

Prompt engineering is the process of optimizing text input given to a LLM in order to

get the model to perform a desired task by producing a high-quality and relevant

output. This technique is vitally important in order to take full advantage of the

capabilities of LLMs. The process of prompt engineering is essential for several

reasons, namely to improve the model output, to adapt the model to the task and to

mitigate bias.

As LLMs are trained on vast datasets and have the ability to perform a wide range of

tasks, prompt engineering can help to improve the relevance and accuracy of the

model’s outputs by providing a clear and effective instruction to the model in order to

align the task with the abilities of the model. (28) This can lead to an overall

improvement in model output relative to the task given to the model.

14



Adapting the model to a given task is important due to the nature of different tasks.

Tasks can require different formats, tones or styles of output. Prompt engineering

allows for the customization of the response of the model to fit the use case of a

given task. This can span from creative writing tasks, where prompt engineering is

used to focus the model on a specific style of writing, to technical analysis where

prompt engineering ensures that the models’ analysis gives output in a particular

format or language.

Due to the inherent nature of training LLMs on vast training data, biases can be

unintentionally built into them. (18) By understanding how to use prompt engineering

effectively, models can be steered away from such built in biases. This is also useful

when attempting to avoid undesirable or unethical content from appearing in model

output. (9)

In order to effectively conduct prompt engineering, various techniques can be

implemented. These include in-context learning, few-shot learning and

Chain-of-Thought (CoT) prompting.

In context learning is a process in which a model uses examples provided in the

prompt itself in order to perform a task. This technique leverages the model’s

pre-training to draw on a wide array of concepts and apply them to the task without

additional training. (3) By using examples in the prompt, the model can infer the

tasks requirements and generate a response based on the pattern of the examples

that are similar to those in its training data.

Few-Shot learning refers to the model’s ability to learn new tasks or concepts from a

small number of examples. In this case, the LLM is provided with a few examples

that demonstrate the task at hand. (20) The examples serve as a support that helps

the model to generalize new instances of the task from just a handful of examples.

This reduces the need for large amounts of labeled data and improves the speed at

which a model adapts to a new task.

15



Chain-of-Thought (CoT) prompting is a technique that encourages the LLM to

articulate their reasoning process step by step when solving a problem. (27) By

providing the model with examples that also explain how to arrive at the answer, CoT

helps the model to generate more logically coherent responses. This technique has

been shown to significantly improve model performance on arithmetic problems and

commonsense reasoning. (12)

2.3 Ontologies

It is important to have a reusable way to categorize and exchange the information

extracted by LLMs specifically in the context of the methodologies developed in this

work. An ontology is a structured framework that captures elements in order to

represent knowledge within a given domain. (15) This allows for formal logic to

reason about the information and relationships defined by the ontologies. In this

work, ontologies provide a standardized vocabulary for describing AI systems,

specifically their risks, relationships and impacts.

2.3.1 Common Impact Data Standard CIDS

The Common Impact Data Standard (CIDS) is an ontology that represents impact as

a change in outcomes, specifically using five dimensions to represent it. These

dimensions are what, who, how much, contribution and risk (8). These dimensions

are implemented in the ontology through the use of classes. Figure 6 shows the

class diagram of CIDS.

16



Figure 6: CIDS Core Classes

CIDS is designed to represent and communicate the impact of social purpose

organizations (SPOs)14 on society and the environment. These SPOs are entities like

organizations and businesses that are focused on creating social and environmental

value. This ontology is designed to represent the impact that SPOs have, and as a

result can be used to model the impact that AI incidents have on society and the

environment. This mapping is a useful way to use CIDS as an ontology for AI

incidents as it is designed to represent impact on the same type of stakeholder,

namely society and the environment, as AI incidents tend to affect.

2.3.2 Vocabulary of AI Risks (VAIR)

The Vocabulary of AI Risks (VAIR) is an open vocabulary designed to assist with the

documentation of AI risks by providing a common set of concepts. (10) It gives

semantic specifications for cataloging AI risks. The framework is designed to

facilitate the sharing of knowledge among stakeholders in the AI value chain, such

as developers, regulators and users. VAIR enables a more structured and

14 SPO: https://www.impacteurope.net/impact-glossary
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comprehensive approach to AI risk assessment, while supporting both automation

and integration.

2.3.3 AI Risk Ontology (AIRO)

Figure 7: AIRO core concepts and relations

A subset of VAIR is the AI Risk Ontology (AIRO), designed to categorize AI systems

in order to determine EU AI Act compliance. (2) It provides a formal representation

of AI systems and their associated risks, based on the requirements of the EU AI

Act. It is designed with the goal of assisting the relevant stakeholders in identifying

high risk AI systems in order to conform with AI regulations. This ontology uses five

dimensions to categorize risks, namely domain, purpose, capability, user and AI

subject15. These dimensions are used to determine whether an AI system is to be

deemed high risk. Figure 8 is used by AIRO in order to conduct this determination. If

a system meets any of these conditions, it is considered high-risk unless the provider

can demonstrate that “the output of the system (is) purely accessory in respect of the

15 AIRO dimensions: https://delaramglp.github.io/airo/
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relevant action or decision to be taken and is not therefore likely to lead to a

significant risk to the health, safety or fundamental rights.” (6)

Figure 8: Description of Annex III from the EU AI Act high-risk conditions using the

dimensions of AIRO

2.4 Current Gaps in Research

Due to the unprecedented speed that AI systems and technologies are developing

at, there are significant gaps in the AI incident reporting field. It can be seen that

there is a lack of standardized AI incident reporting. Although repositories like

AIAAIC and AIID have made progress in cataloging incidents, their primary data

source is news articles. (23) Organizations like OECD are working to address this by

creating a standard framework for reporting incidents, but until projects like the AI

19



Incidents Monitor become publicly available, research must rely on these news

article based sources.

As well as this, due to the reliance on benchmarking, the focus on the performance

of AI technologies is primarily on task performance rather than considering the

potential negative impacts of AI technologies. While benchmarks measure how well

an AI system performs for a specific task when compared to a predefined test, they

do not account for the risks or adverse effects that the integration of these systems

could have on society, individuals or the environment. As a result, data regarding the

real-world impacts of these AI systems remain unanalyzed, which makes mitigating

the potential harms of these systems difficult.

2.5 Related Work
As the use of LLMs in AI incident annotation is relatively new, this section consists of

what is available at the time of writing. The related work for this dissertation is

focused around the use of ontologies to improve LLM performance, using LLMs to

annotate textual data and to use LLMs to align ontologies.

(20) presents a methodology for utilizing an ontology-driven structured prompt

system with ChatGPT. The resulting system, named OntoChatGPT enhances the

performance of the chatbot by extracting entities from contexts, classifying them and

generating the relevant responses.

(25) presents a system for applying LLMs to perform semantic annotation of text

from a large corpus of legal documents of various types. This system is designed to

integrate LLMs in the semantic annotation workflow of legal texts, which can be

related to the work of this dissertation on annotating AI incident reports.

(22) discusses using LLMs to optimize the ontology matching process. It discusses

using LLMs to understand the semantic interoperability between different ontologies

by aligning their related entities. This work is related to the ontology alignment task

seen in this dissertation.

20



2.6 Summary
This chapter aimed to give an overview of the current state of the art in artificial

intelligence with a focus on incident reporting, the regulatory frameworks involved in

Europe, generative AI and the semantic models used for documenting AI risks.

The chapter began by discussing the rapid development of AI technologies,

specifically LLMs like GPT-4 , Claude 3 and Gemini Ultra. These new technologies

have led to a need for regulation. In Europe, the AI Act has recently come into

legislation, being the first of it’s kind and covering the entire European Union. It

categorizes AI systems based on their risk level and imposes obligations on

developers of high risk AI systems. The chapter then moved on to look at how these

risks were determined, understood and mitigated. The tool used for this is the

incident report. Their aim is to document failures and biases in AI systems. However

there is a lack of standardized AI incident reporting, with repositories like AIAAIC and

AIID, which catalog AI incidents primarily from news articles being the current main

source of standardized reports. The chapter then looked at how LLMs are assessed,

namely through public leaderboards that provide benchmarks for performance.

GPT-4 Turbo and Claude 3 Opus were determined to be the highest performing

models that are currently available to the public. Next, prompt engineering is

examined as the primary method for optimizing the output of these LLMs in order to

adapt them to the task, and mitigates biases. The task that these models would be

focusing on comes in the form of ontology classification, which was the next section

that this chapter examined. Semantic models used for documenting AI risks like the

CIDS and AIRO ontologies were presented as tools to categorize and communicate

AI impacts and risks. The chapter concludes with a discussion of the gaps in the

current research, namely the need for a more comprehensive approach to evaluate

AI systems that considers the potential negative impacts of AI technologies.
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Chapter 3
Design

3.1 Design Methodology

The focus of this research is to investigate how semantic models can be leveraged

to optimize the process of annotating AI incident reports, as well as to analyze the

relationships and correlations between ontologies used for AI incident report

classification. In order to implement this focus, the design methodology used is

designed around the objectives set, as informed by the state of the art analysis. The

primary data source for this research will be the AIAAIC repository. GPT-4 and

Claude 3 will be the LLMs used in this work, as selected from public LLM

leaderboards discussed in 2.2.2, with the models accessed through Perplexity AI.

The CIDS and VAIR ontologies will be the primary frameworks used for cataloging

the AI risks. The aim of this design process is to use LLMs in optimizing the process

of annotating AI incident reports through ontologies, as it is an important step in

improving on the slow process of human annotation. The design is also intended to

facilitate the understanding of the relationships and correlations between different

ontologies in order to provide valuable insights into developing AI systems safely,

complying with policies and regulations like the EU AI Act and the ethics and safety

concerns when integrating AI into critical domains such as healthcare (21) and law

enforcement. (1)

3.2 Design Overview
This section will look at the workflow of the system, describe the use of LLMs for

ontology annotation and RDF extraction, look at the ontology choice, explain the

correlation evaluation process and give an overview of the main design decisions

taken.
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3.2.1 LLMs for Ontology Annotation
The design of the ontology annotation system using LLMs is centered around the

goal of converting unstructured AI incident reports into a structured, machine

readable Resource Description Framework (RDF) format. The system intends to

automate the extraction of information and its encapsulation into RDFs which are

aligned with the chosen ontology. The proposed system for this work intends to

implement LLMs for ontology annotation by implementing a system which takes

unstructured incident reports as input,, applies a LLM to annotate the reports and

outputs a structured RDF. This design is further outlined below in 3.3.1 Workflow of

the system.

3.2.2 Workflow of the System

Figure 9: System workflow diagram

“You are designed to convert Text to RDF format when given an ontology to use as a

guide”

Listing 1: Thread Prompt
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The workflow of the system can be seen in Fig 9 First, an incident report is taken

from the AIAAIC repository. This incident report is processed into a promptable form

that can be inputted into an LLM. For the purposes of this work, Perplexity.AI’s

threads feature was applied to allow for ease of model choice. This feature allows for

the creation of a thread using a selected model, in this case GPT-4 Turbo or Claude

3 Opus. Once the thread has been selected, a prompt can be applied to it. Listing X

shows the prompt that was applied. This gave the LLM the relative context needed.

The next prompt contained the ontology selected by the user, along with instructions

on how to interpret it in order to annotate the incident reports efficiently. Next the

user can attach a file containing the incident reports that are to be annotated, along

with a prompt asking the LLM to perform the annotations. The output is an annotated

Resource Description Framework (RDF) containing the annotated incidents that can

be used for the correlation calculations.

3.3.1 Ontology Design for CIDS

CIDS is an ontology that represents impact, and provides a structured framework for

capturing elements to represent knowledge within the domain of AI impact. The

ontology consists of multiple classes relating to the five dimensions discussed in

2.3.1. The CIDS ontology is a large model with many classes and properties. In

order to effectively implement CIDS for this work, a subset of CIDS was considered

for use in annotation. This was partially due to the relevancy of the classes as CIDS

was not originally designed for AI incident reporting as discussed in 2.3.1, The

second reason for this subset was due to the context limits of the LLMs in question.

Currently, it is not feasible to use the entirety of CIDS for the annotation task when

using the publicly available versions of GPT-4 Turbo and Claude 3 due to their token

limits. A possible workaround would be to implement the APIs of these models and

send the ontology piece by piece to the LLM, however this would be very expensive

and unlikely to add enough value to the work to justify it. As a result, the subset of

CIDS considered can be seen in listing 2. These listed properties encapsulate the

dimensions of the ontology, as well as being relevant to AI incidents.

24



● hasName (title): A title for the stakeholder as a string.

● hasDescription: A description of this risk.

● fromPerspectiveOf: Identifies the Stakeholder who is determining the

importance of the Impact.

● forStakeholder: Identifies the Stakeholder affected.

● forOutcome: Identifies the general outcome of the incident.

● hasImportance: Specifies the nature of the importance. One of {“high

importance”, “moderate importance”, “neutral”, “unimportant”}. assess

importance level based on your perceived level of relative seriousness of the

incident.

● intendedImpact: Identifies the intended direction of the change – note that

ImpactReport captures the actual direction.

● hasCatchmentArea: Specifies the regional span of the stakeholders.

● hasStakeholderCharacteristic: Specifies characteristics of the stakeholder

● hasLikelihood: Identifies the likelihood that the incident will happen again.

● hasConsequence: Identifies the degree of impact the risk could have.

● hasMitigation: A string that specifies a mitigation plan or references a

document.

Listing 2: relevant CIDS properties

3.3.2 Ontology Design for AIRO

The VAIR ontology is designed to categorize and analyze the risks associated with

AI systems. This ontology provides a comprehensive framework for detailing the

various aspects of AI risks. Similarly to CIDS, the implementation of VAIR has been

tailored to suit the needs of this work. Conveniently VAIR has a defined subclass, the

AI Risk Ontology(AIRO) which is useful for this work. AIRO is designed to categorize

high risk AI systems, as explained in 2.3.2. Figure 10 shows the dimensions of

AIRO, which serve as the foundation for defining the properties of the ontology. In
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order to implement AIRO, the properties of AIRO16 were inputted to GPT-4 Turbo

along with a prompt to output label:definition pairings similar to those seen in 3.3.1.

These pairings were used as the definition of AIRO for this work.

Figure 10: What is a high risk system17

● is applied within domain: Specifies the domain an AI system is used within.

● has purpose: Indicates the intended purpose of an AI system.

● has capability: Specifies capabilities implemented within an AI system to

materialize its purposes.

● uses technique: Indicates the AI techniques used in an AI system.

● produces output: Specifies an output generated by an AI system.

● has component: Indicates components of an AI system.

● has risk: Indicates risks associated with an AI system, an AI component,

etc.One of {“unacceptable,high risk, “moderate risk, low risk}. assess risk level

based on your percieved level of relative seriousness of the incident.

● is risk source for: Specifies risks caused by materialization of a risk source

● has consequence: Specifies consequences caused by an incident

● has impact: Specifies impacts caused by materialization of an incident

● has stakeholder: Specifies stakeholders that are affected by an incident

● mitigation: specifies a mitigation plan

17 AIRO high risk diagram:
https://raw.githubusercontent.com/DelaramGlp/airo/main/figures/airo-annexIII-concepts.jpeg

16 AIRO dimensions: https://delaramglp.github.io/airo/
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● has documentation: Indicates documents related to an entity, e.g. AI system

● is provided by: Indicates provider of an AI system

● is used by: Indicates user of an AI system

● has AI subject: Indicates subject of an AI system

● has version: Indicates the version of an AI system

● has severity: Indicates severity of an incident

● has likelihood: Indicates the probability of reocurrence of an incident

● has lifecycle phase: Indicates the AI system's lifecycle phase

Listing 3: AIRO properties

The lists of properties seen in 3.3.1 and 3.3.2. represent the definitions and designs

of CIDS and AIRO used for this work.

3.3.3 Evaluation System

For each ontology, the list of relevant properties is used to represent each incident

report for the respective ontology. For example, when a given incident is fed into the

LLM along with the ontology, the LLM’s job is to extract relevant information that

relates to the definition of each property from the incident and assign the property

label to the extracted information in RDF form. This gives an output of RDFs for each

incident, for each ontology. These lists of RDFs can be examined both relevant to

each other, as well as in pairs where each pair represents one incident categorized

into each ontology. This gives two outputs to analyze, the first being the lists of RDFs

for each ontology, per incident, and the second being pairs of RDFs, where each pair

contains two RDFs, one for each ontology, per incident. Once these datasets are

outputted, an evaluation process will occur.
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For the first output, a CSV file is created which represents each list and the presence

or absence of a description for each property. By evaluating these lists, conclusions

can be drawn regarding the research objective, of how LLMs can be leveraged to

optimize the annotation process for AI incident reports, and how effective GPT-4

Turbo and Claude 3 are respectively at the annotation task.

For the second output, a mapping will occur between the properties of each

ontology. Once the properties have been mapped, an analysis will be carried out to

understand how similar each ontology annotates the pair. This CSV file will contain

the similarity scores for each pair of properties. By evaluating these scores,

conclusions can be drawn regarding the research objective of analyzing the

relationships and correlations between ontologies for AI incident report classification

by looking at similarities and differences between the annotations of incidents by the

same LLM for each pair of ontologies.

3.4 Main Design Decisions
The main design decisions outlined in this chapter revolve around the

implementation of LLMs and ontologies to enhance the process of annotating AI

incident reports. These decisions aim to create a system that achieves all of the

research objectives outlined in 1.3 in order to answer the research question of this

work. These main decisions can be seen below:

Ontology Subset Implementation
The decision to use subsets of CIDS and VAIR was an important decision in this

work. By implementing these subsets, practical limitations of context limits of the

LLMs and relevancy of classes to the task were mitigated while still maintaining the

usefulness of the ontologies.
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Workflow Design
The design of the workflow was planned to allow flexibility in the ontology and LLM

used. By implementing Perplexity’s thread feature over API calls, the system is able

to seamlessly switch between the LLM used for annotation, while also being cost

efficient, removing the need for API calls to multiple different LLM services.

Choice of Evaluation System
The choice of evaluation system to analyze the annotated RDFs places an emphasis

on dataset analysis. As the data outputted by the system is mostly qualitative and

test-based, it is difficult to effectively evaluate it. The proposed system intends to

implement a system to analyze the data according to the main research objectives of

this work.
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Chapter 4
Implementation

4.1 Data pre processing

Figure 11: Incident report example from AIAAIC repository 18

18 AIAAIC Inccident
link:https://www.aiaaic.org/aiaaic-repository/ai-algorithmic-and-automation-incidents/ai-models-found-t
o-generate-inaccurate-and-untrue-election-info
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Figure 11 is an example of an AI incident from the AIAAIC repository. In order to use

reports like the one shown in Figure 11, data preprocessing is required. The

following steps were taken in order to perform this preprocessing:

1. Incident Report Database Processing

Figure 12: AIAAIC repository dataset19

The AIAAIC database was downloaded as an excel spreadsheet from the AIAAIC

repository website20. Figure 12 shows the layout of the spreadsheet. For the

purposes of this work, the dataset was reduced to two columns, namely the headline

and description/links columns. The purpose of this is to have each line in the

spreadsheet represent an incident and the link to the incident report. This

spreadsheet was then exported as a csv to be used for URL Scraping.

20 AIAAIC repository:https://www.aiaaic.org/aiaaic-repository
19 Github: https://github.com/paddyocallaghan/dissertation
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2. URL Scraping

4.2 LLM choice

Listing 4: URL Scraping Code21

URL Scraping: Listing 4 shows the code used to scrape the URLs from the csv

exported from the AIAAIC repository. The get_article_text() function extracts the

body of the AI incident report. This text is then saved in a csv file where the first

column is the headline, and the second is the description. This file is then cleaned

using the clean_data() function, which removes any row with empty data in either the

headline or description column. At this point, the dataset is ready to be annotated

using an LLM.

21 Github for code: https://github.com/paddyocallaghan/dissertation
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4.2 Ontology preparation

In order to use both the CDS and AIRO ontologies as defined in 3.3.1 and 3.3.2,

their definitions needed to be converted to a prompt. For AIRO, the properties and

descriptions from 3.3.2 were fed to GPT-4 Turbo and along with the following prompt:

“take this list of properties and definitions and refine it into a readable format, where

first you give the name of the property, and secondly the definition”

The list of properties and definitions were then used to annotate the first 10 incident

reports. Using the outputs of this annotation, the list of properties and definitions

were refined to the listing 3 in 3.3.2. Once this list was obtained, a thread was

created in Perplexity for AIRO using the prompt from listing 5. The list from 3.3.1 that

defines the CIDS ontology was then used with the same initial prompt to set up a

separate Perplexity thread for it.

The final task in the ontology preparation process was to create a mapping of

properties from the two ontologies that were to be used. For this process GPT-4

turbo was used. by inputting the two lists of properties and the following prompt:

create a one to one mapping between these two lists of properties:

…

Lists of CIDS and AIRO properties

…
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Output the mapping as a table, and add any properties that do not map one to one at

the end of the table. Add a third column called property name to the mapped

property table and assign an appropriate one word name to each pair

Listing 5: Ontology Prompt

The LLM was able to produce a mapping of similar properties in the two ontologies

that could be used to evaluate their correlations and relationships. It is important to

note here that not all properties mapped 1 to 1. This would be taken into account and

examined in depth in the evaluation chapter. The mapping produced can be seen in

listing 6.

Listing 6: AIRO and CIDS mapping
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Listing 7: Unmapped terms

4.3 Prompt engineering
Before beginning the annotation process, the prompts used to annotate the data

must be designed. The prompt engineering process involves the following steps:

These lists from 3.3.1 and 3.3.2 were used as the definition of the ontologies for the

purposes of this work. By taking this list of properties, prompt engineering was used

to refine the LLM output. The finalized prompt used can be seen below:

Here is the __ ontology:

…

List of properties from either CIDS or AIRO depending on the thread

…

Now, when given an incident report, you find information for each part of the

definition and fill in an RDF in turtle format using the info found. Always include all of

the properties in your return. If there is no relevant information for a given property in

the report, return blank value in the RDF. Do you understand? if so reply yes with no

further follow up and await an incident report

Listing 8: RDF creation prompt

When the LLM returned “Yes.” the prompt engineering was complete. At this stage,
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each incident report could be fed into the LLM. By taking the preprocessed incidents

obtained from the process defined in 4.1, the fist 50 incidents were annotated using

GPT-4 Turbo and Claude 3 Opus, for both CIDS and AIRO. This took place across

four different Perplexity threads, one for each combination as explained in Figure X.

Figure 14: Perplexity threads

These four threads, CG,AG,CC and AC represent the possible combinations of

LLMs and ontologies. Once these first 50 incidents were annotated with each

combination, the evaluation process could begin.
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4.4 Evaluation Analysis Process

The process involved for analyzing the output of this work involved the creation of

csv files that could be used for evaluation.

The first section of CSV files included a file for each thread, where the columns of

the file were incidents 1 to 50, and the rows were the properties of the ontology

used. The values in the CSV were binary, with 1 representing a description being

successfully extracted from the incident report for that property, and a 0 representing

no description extracted. If a description was not extracted, this could mean that the

property is not relevant to the incident or that the model did not extract it

successfully. The four CSV files processed here were used for the first part of the

evaluation process, aimed to evaluate firstly if LLMs are effective for extracting

relevant data from AI incident reports, secondly if LLMs are effective at annotating

impact categorisation ontologies using the extracted data, and thirdly which LLM

performs most optimal at the extraction and annotation tasks.

The second section of analysis involved creating a CSV file with the columns

representing the mapped pairs of properties, and the rows representing incidents 1

to 50. The values in the CSV contain a score from 0-2, where 0 indicates the

descriptions for the pairing have no similarity for that property in the incident, 1

indicating some sort of similarity between the descriptions and 2 representing the

same or synonymous descriptions for the pair of properties for both ontologies. This

CSV file was then used for the similarity analysis in the evaluation chapter in order to

evaluate whether there are correlations or relationships between the two ontologies.
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Chapter 5
Evaluation

This chapter will look at the evaluation techniques used in this work, and their

advantages and disadvantages. The chapter will then present the results of the

evaluation, and a discussion of these results will be presented afterwards.

5.1 Evaluation Techniques

In order to evaluate the performance of the LLMs at the annotation task, and the

correlations or relationships between ontologies, some evaluation techniques were

decided on. These techniques were previously described in 4.4. Namely, for the

annotation task performance evaluation, frequency analysis was employed on the

CSV files created to represent the LLM performance. For the correlation evaluation

between ontologies, ontology alignment and similarity scoring were undertaken.

These techniques have advantages and disadvantages, which will be discussed

below.

5.1.1 Frequency Analysis

The frequency analysis was conducted as the initial step in evaluating the

performance of LLMs in extracting and annotating AI incident reports into impact

categorisation ontologies. By analyzing the CSV files obtained from the process in

4.4, a straightforward means to quantify the effectiveness of each LLM in recognizing

and extracting relevant data from the incident reports was obtainable. This method

had several advantages and disadvantages, which are discussed further here.
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Figure 15: example of AIRO_GPT frequency analysis data22

Advantages of Frequency Analysis

Simplicity and Clarity: This analysis offers a clear and straightforward approach to

evaluate the presence or absence of property descriptions within incident reports.

The simplicity of a binary value makes it easy to understand and interpret the results.

Quantitative evaluation: This analysis provides a quantitative measure of each LLMs’

performance, allowing for a direct comparison between different models based on

the number of properties successfully extracted.

Disadvantages of Frequency Analysis
Lack of depth: while this analysis quantifies how often each property is extracted, it

does not assess the quality or accuracy of the extracted descriptions. However, due

to the nature of the annotation task, there is no simple ground truth to compare them

to. As a result, the accuracy of these descriptions is not taken into account for the

frequency analysis, rather the omission of annotations being the deciding factor.

22 Github: https://github.com/paddyocallaghan/dissertation
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5.1.2 Ontology Alignment

As discussed in 4.2, the ontology mapping alignment was handled by GPT-4 Turbo,

by mapping similar properties across the two ontologies. The output gave a total of

11 pairs of properties to be used for similarity evaluations. As both ontologies are

structured to capture and describe mainly text based qualitative information, this

alignment of ontologies was required to effectively evaluate their similarities. By

assigning a value to each property pair for each incident, the dataset required to

conduct a similarity evaluation can be created. Figure 16 gives a sample of what this

data looked like:

Figure 16: CSV of property pairs for CIDS and AIRO23

Ontology alignment advantages and disadvantages are seen below:

23 Github: https://github.com/paddyocallaghan/dissertation
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Advantages of Ontology Alignment

Facilitates comparative analysis: by aligning these two ontologies, as seen in the 11

pairs of properties between AIRO and CIDS, a comparative analysis can be

conducted. This is crucial for evaluating the correlations and relationships between

the two ontologies which would not be possible without this ontology alignment due

to the nature of the data, namely text-based descriptive, qualitative data.

Disadvantages of Ontology Alignment

Imperfect mappings: As not all properties map perfectly to each other, there are

some outlier properties that have no mapping. For the purpose of this analysis, these

properties cannot be considered for similarity scoring. This was mainly due to AIRO

having more properties than CIDS in this work. However all of the properties are

used for the frequency analysis section, so they are not irrelevant.

5.1.3 Similarity Scoring

The similarity scoring process involved manually applying an encoding of 0, 1 or 2 to

the pairs of properties discussed in 4.2 based on their similarity. This process was

done manually, by the author of this work. Due to lack of resources, an outside

annotator was not available, so there will be some inherent biases to the encodings.

Figure X shows examples of a scoring of 0, 1 and 2 to give the reader a better

understanding as to what was classified as having 0: no similarity/no description, 1:

some similarity and 2: identical or synonymously.
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Scoring Example24

Figure 17: Incident 2 AIRO

Figure 18: Incident 2 CIDS

For example, incident 2 had a score of 2 for mitigation as the description for

mitigation in figure X and has_mitigation in Figure 17 are identical. Incident 2 had a

score of 1 for risk as has_Risk had a description of unacceptable which is close to

the negative intended impact description in CIDS. A score of 0 was given to

likelihood as the value is blank in Figure 17

.

Advantages of Similarity Scoring

24 Github: https://github.com/paddyocallaghan/dissertation
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In-depth analysis: This process is richer in value detail when compared to a simple

binary scoring. By having three distinct categories, a more nuanced understanding of

the data can be used for analysis.

Disadvantages of Similarity Scoring

Subjectivity: The process is inherently subjective, relying on the author’s judgment to

determine the degree of similarity between the property descriptions. This can

introduce biases and inconsistencies to the scoring.

Time Consuming: The process of manually reviewing and scoring each pair is a time

consuming process especially when working with large datasets.

Lack of Reproducibility: Without an external or standardized scoring system, the

results may lack reproducibility. The migration of this is that there does not exist a

simple standardized scoring system for this type of work, so in this case manual

annotation is the best solution.

5.2 LLM Annotation Performance

The results of the frequency analysis discussed in 5.1.1 can be seen in the figures

below. The section is broken down into two parts, AIRO and CIDS analysis. Section

5.2.1 contains the results of the AIRO frequency analysis, and section 5.2.2 contains

the results of the frequency analysis using CIDS.
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5.2.1 AIRO Frequency Analysis

Figure 19: AIRO annotation frequency

Figure 20: Heatmap of AIRO Annotation Frequencies
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Figure 19 is a frequency graph of all properties of AIRO annotated using GPT-4

Turbo and Claude 3 Opus. The length of each bar represents the frequency of each

respective property over the 50 incident reports. By analyzing this graph, it is clear

that both models successfully annotate the majority of properties. When looking at

the heatmap in figure 20, it is clear that some properties have a 0 value for

annotations. Has_documentation and has_version are the only properties which are

0 for both LLMs, so it is clear that these two properties are not considered relevant

by the LLMs to these incidents. Other properties have missing values, like

has_technique or has_impact in Claude 3 Opus. However, these properties were

successfully annotated by GPT-4 Turbo. In this case, it seems that GPT-4 Turbo

produced a better set of annotations due to its higher annotation rate.
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5.2.2 CIDS Frequency Analysis

Figure 21: CIDS annotation frequency
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Figure 22: Heatmap of CIDS annotation frequencies

Figure 21 shows a frequency graph of all properties of CIDS annotated using GPT-4

Turbo and Claude 3 Opus.Similarly to 5.2.1, the length of each bar represents the

frequency of each respective property over the 50 incident reports. By analyzing this

graph, it is clear that both models successfully annotate the majority of properties,

with GPT-4 Turbo having no 0 annotations. When looking at the heatmap in figure

22, it is clear that some properties have a 0 value for annotations for Claude 3 Opus.

fromPerspectiveOf, forStakeholder and forOutcome are 0 for both Claude 3 Opus,

while 8/11 properties are 50 for GPt-4 Turbo, with the remaining 3/11 all 47 or over.In

this case, it seems that GPT-4 Turbo produced a better set of annotations due to its

higher annotation rate across the board.

5.2.3 Frequency Analysis Discussion

From analyzing the frequency of properties in annotations for both GPT-4 Turbo and

Claude 3 Opus, applied to both CIDS and AIRO, it can be concluded that GPT-4

Turbo is better suited to the annotation task due to it’s higher annotation frequency.
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As an aside here, a subjective analysis of the accuracy of these annotations was

conducted by the author due to the lack of accuracy analysis. This was performed as

a sanity check, to ensure that the annotations were not completely incorrect, as an

annotation frequency of 50 did not necessarily mean that the 50 annotations were

correct. Over the course of assigning frequency scores to each property for each

ontology/LLM pairing, it was seen by the author that there were no apparent

hallucinations by either model, and that all of the annotations could be reasonably

considered to be correct.

One flag during this process was the 0 frequency for some properties that did not

seem to be caused by irrelevance to the task. Examples of this were

fromPerspectiveOf, forStakeholder and forOutcome in CIDS that had a frequency of

0 using Claude 3 Opus and 50 using GPT. This was seen to be caused by a lapse in

understanding by Claude, as both models received the same definitions, this could

be attributed to GPT being superior in understanding and extracting text data in this

work. Further examples of this could be seen in AIRO also, with Claude having a 0

frequency for Has_component has_AI_Subject has_lifecycle_phase while GPT had

50. GPT was seen to have a 0 for has_likelihood with Claude having 50 in AIRO

also. Due to this, it can be said that GPT had the overall better performance for this

task, as it only scored lower than Claude on one property across the two ontologies.

5.3 Correlation and Relationship Analysis
For the Correlation and relationship analysis, the ontology alignment and similarity

scoring methods are implemented. First, the list of mapped properties from listing X

was manually annotated with scores from the range [0,1,2] according to the scoring

definitions outlined in 5.1.3. The data from AIRO_GPT and CIDS_GPT was used to

do this, as 5.2 revealed that GPT-4 Turbo was more optimal than Claude 3 Opus for

this task The resulting dataset was used for correlation and relationship analysis by

visualizing the average scores by property and incident. These results can be seen

below.
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5.3.1 Average Score by Property

Figure 23: Average similarity score by property

The results of the correlation and relationship analysis process produced from the

similarity scoring method discussed in 5.1.2 can be seen in figure 23. The bar chart

shows which of the properties from 4.2 had the highest average similarity score. For

this analysis, it was found that the Provider and Likelihood properties were irrelevant

as both scored a 0 for every property. As a result, they were omitted from the

analysis. It can be seen that risk and stakeholder have the highest average score,

indicating that CIDS and AIRO correlate strongly for these properties. Consequence,

mitigation and impact score relatively high at 1.5 +- .15, indicating good correlations

for these properties. Output, severity and purpose all score above 1 meaning there

is some correlation. Domain scored poorly, indicating little to no correlation. The

Heatmap in Figure 24 visualizes the correlations more clearly, as the extent of the

range is evident from the color coding.
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Figure 24: Heatmap of average score by property

5.3.2 Average Score by Incident

Figure 25: Average similarity scores by incident
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Similarity scores by incident can be seen in Figure X. These scores show that all

incidents had a score of above 0.6, indicating that no incident had 0 for all of its

similarity scores. The average score per incident was calculated at 1.31333. This

indicates that there is a general level of similarity across the properties of the

incidents, which indicates that the ontologies used to categorize them have some

level of correlation.

5.3.3 Correlation & Relationship Analysis Discussion
The correlation and relationship analysis using similarity scoring provides an insight

into how well the AIRO and CIDS ontologies relate across their properties. The

analysis shows a general trend of moderate to strong correlation for most properties

with some exceptions. This suggests that not all properties of these ontologies

correlate, but that the ontologies do relate for the stronger correlated properties.

Strong Correlations
It is seen that the risk and stakeholder properties show a strong correlation.This is an

indication that the ontologies categorize risk and stakeholder information similarly,

thus showing a correlation between them. This alignment is significant as it shows

that there is a shared understanding for the critical elements of risk and stakeholder

across the ontologies.

Moderate Correlation
Properties like consequence, mitigation and impact exhibit a moderate correlation.

This suggests that while there may be differences in the specifics of how each

ontology details consequences, or suggests mitigation strategies, there is an overall

similar theme. This indicates that the ontologies have similar explanations for these

categories, however the semantics might differ in how they describe them. This is

expected due to the nature of LLM output and the text based data.
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Weak or No Correlation
Other properties like domain, likelihood and provider had weak or no correlation,

which indicates that the ontologies did not relate in the way that they capture these

properties. This is indicative of a lack of similarity in approach to define these

aspects of Ai incidents. These make up the minority of the properties seen, however

it is still important to show that these ontologies do not align across the board.
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Chapter 6
Conclusion and Future work

6.1 Conclusion

Over the course of this work, a method for applying the power of large language

models for the capturing of impact assessments into impact categorisation

ontologies. .This methodology shows how to use LLMs effectively to extract relevant

data by building prompts using prompt engineering techniques. By applying these

techniques to the CIDS and AIRO ontologies, it was shown that LLMs, specifically

GPT-4 Turbo can successfully annotate AI incident reports into structured RDF

format.

The evaluation of the annotation performance revealed that GPT-4 Turbo

outperformed Claude 3 Opus in terms of annotation frequency across both

ontologies. This suggests that GPT-4 Turbo is better suited to the task of extracting

and annotating relevant information from AI incident reports.

The correlation and relationship analysis carried out using the similarity scoring

method provided insights into the alignment between CIDS and AIRO. The results

showed moderate to strong correlations for most properties, indicating an underlying

understanding of critical elements in AI incident categorization across these models.

Overall this work demonstrates the potential for leveraging LLMs to optimize the

process of capturing impact assessments from AI incident reports, as well as the

potential for using LLMs to annotate these impact assessments into categorization

ontologies. The methodology for aligning and analyzing different ontologies also

outlines the potential for using LLMs for ontological mapping and matching. These

methodologies can serve as a foundation for future research in the area, with the

goal of improving the analysis process of AI incidents and of the understanding of

the relationships between different ontologies. By improving this process and
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understanding, risks associated with AI systems can be identified and mitigated

easier. This ultimately contributes to the goal of a safer and more responsible AI

system development process, in line with the EU AI Act regulations.

.

6.2 Future Work
This work had laid the groundwork for several potential directions for future work,

such as:

Expansion of ontologies
Future work here could explore the use of other ontologies beyond CIDS and AIRO

to expand the properties considered. This work could involve adapting the

methodology to handle more complex ontology structures and relationships, or use

LLMs with a larger context window to handle entire ontologies, rather than subsets

as used in this work.

Larger dataset of incidents
Research could be done to grow the database used in this methodology. In this

case, 50 incidents were used due to the time intensive manual scoring process used.

By adapting this methodology, further work could increase the number of incidents

used. Another possibility here could use other sources than just the AIAAIC

repository in order to get a more diverse set of incidents.

Model Fine Tuning
Work could be done to fine tune a model for the specific task of incident annotation.

An investigation into the benefits of fine-tuning GPT-4 Turbo could lead to improved

performance and more accurate property extraction.

Integration with AI Regulation Frameworks
By exploring how the methodology in this work could be integrated into broader AI

governance frameworks, such as the EU AI Act, an advancement in standardization

could be achieved. As there is no current standard AI incident reporting method,
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further work could be beneficial to determine how applicable these laid out

methodologies are to the regulations in the AI Act.
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