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Abstract

Mobile Ad Hoc Networks (MANETS) are dynamic networks where mobile devices with wire-
less communication capabilities cooperate to provide spontaneous connectivity. In particular,
a mobile ad hoc network can be considered an open distributed system, where autonomous
mobile nodes with limited capabilities can join and leave the network at any time. The re-
sulting topologies are decentralised and differ from those in stationary networks in their high
degree of randomness. Although a challenging environment, MANETS find wide applicability
in scenarios where spontaneous networking is required, e.g., pervasive computing. This the-
sis assumes that such scenarios will make use of collaborative applications with functionality
that is distributed across nodes.

In such a dynamic environment, the location of required functionality cannot be hard-
wired. Nodes can acquire transient addresses and may fail or partition at any time. The result
is that discovery becomes an important process preceding any collaborative effort. In general,
discovery attempts to match required and available functionality by using an appropriate rep-
resentation language and suitable network support. Service Oriented Computing (SOC) has
emerged as a paradigm to design distributed applications by representing resources as mod-
ular and independent services that can be advertised, discovered and invoked. In MANETS,
representation and discovery of services has several unique requirements: the opportunistic
nature of the network necessitates reduced human intervention and hence requires automated
discovery; node autonomy implies that service representation is difficult to standardise or to
guarantee its agreement between providers and consumers; the open and dynamic nature
of the network requires discovery mechanisms that scale; and resource constrained devices

dictate efficient distribution of discovery load.
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Service architectures that use syntactic representations and assume a priori agreement on
interfaces (e.g., Sun’s Jini, IETF’s SLP, Web Services) cannot support automated discovery
in a MANET environment. A more suitable representation is one that can describe functional
service characteristics. Semantic services (e.g., OWL-S, WSDL-S, WSMO) use ontologies to
represent service capabilities and properties. The formal underpinnings of ontologies means
that inference can be used to automate the matching between required and available services.
However, current semantic discovery protocols are designed for stationary networks and as-
sume common ontologies that are always reachable and known to both service providers and
consumers.

This thesis proposes the use of a semantic services model that provides automated dis-
covery of distributed functionality in mobile nodes. The contribution of this thesis is twofold.
First, it caters for mobile dynamic networks and semantic decentralisation. Semantic decen-
tralisation is the idea that autonomous nodes can express services using different ontologies
that are not a priori defined. Second, the thesis describes a distributed service discovery
model called OntoMobil. The model relies on the decomposition of ontologies into concepts
and the dissemination of these concepts through a novel gossip protocol. This randomised
concept dissemination mechanism facilitates eventual semantic agreement between hetero-
geneous ontologies and provides a substrate for scalable discovery of services. A random
walk protocol is used for the actual discovery. The random walk protocol uses a two phase
approach where semantic queries are first routed and subsequently evaluated at any provider
node with a compatible ontology.

This thesis specifies the distributed model, presents a stochastic analysis of the gossip
protocol and evaluates the performance of the gossip and the discovery protocols. An imple-
mentation is provided that uses RDFS to describe the semantic services and ns2 to simulate
a mobile ad hoc network. A generalisation to a well-known semantic formalism, Description
Logics (DL) is also described. Simulation results verify the stochastic analysis and show the

scalability trade-offs of the model.
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Chapter 1

Introduction

This thesis examines the problem of discovering semantic services in the domain of mobile
ad hoc networks. The problem is studied within the context of autonomous mobile nodes
that can be both providers and consumers and maintain services that are described without
a priori agreement on common ontologies. The thesis proposes a solution in the form of a
scalable model where nodes transmit metadata and establish associations between similar
concepts. The model, OntoMobil, facilitates distributed matching between heterogeneous
ontologies and achieves discovery of semantic services with probabilistic guarantees. This
chapter provides the background and motivation to this work, introduces OntoMobil and

concludes with the contributions and the layout of the thesis.

1.1 Background

A brief description is given here about the domain of mobile ad hoc networks and the fields
of service oriented computing, semantic services and resource discovery. The focus is on
issues that are relevant for this thesis, i.e., network topologies, evolution of software design

for distributed applications and the semantic modelling of application functionality.
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1.1.1 Mobile Ad Hoc Networks

A mobile ad hoc network (MANET) is a network formed on-demand, where nodes communi-
cate without the aid of preexisting infrastructure. Nodes can join and leave an ad hoc network
at any time and communication links beyond the wireless range of each node are established
by utilising a cooperative forwarding strategy. The resulting topologies are dynamic with a
high degree of randomness and unpredictability [Perkins, 2001].

Ad hoc networks were initially used for military purposes because of the good fault-
tolerance guarantees offered by their distributed topology. However, the recent miniaturisa-
tion and robustness of wireless and processing units and the resulting rise of context aware
and collaborative applications (e.g., games, m-commerce), have renewed interest in MANETS.
The MANET property of spontaneous networking is a strong requirement for scenarios in per-
vasive computing, home networking [Kortuem et al., 2001] and emergency services [Perkins,
2001].

The challenging characteristics of MANETSs have attracted a considerable amount of re-
search in the lower networking layers. Specifically, a lot of work has been invested in protocol
designs for the physical, medium access and routing layers. Similar interest has also been
devoted to multicasting, unicasting and security [Perkins, 2001, Murthy and Manoj, 2004].
Although approaches range widely, an overarching theme is that of autonomous nodes that
cooperatively and opportunistically engage to fulfil a task or provide a given service. De-
pending on the protocol layer, a service can be anything from collaborative routing [Dowling
et al., 2005, FiBler et al., 2003] to security functionality [Capkun et al., 2003].

Applications in MANETSs can also increase their utility using self-organising strategies.
For applications to capitalise on cooperative behaviour, they need to identify and incorpo-
rate certain characteristics into their design. For example, collaborative features of MANET
routing protocols include neighbour discovery and resource sharing (e.g., routing tables and
packet forwarding). Such features can find a natural correspondence in the application layer.
In this layer, applications must typically discover required functionality and share their own
resources. Discovery and resource sharing are traditional issues in distributed systems, how-

ever, mobile autonomous devices bring the additional requirements of short-lived connectivity,
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decentralised operation and agreement on resource interfaces.

These requirements are clarified when we consider an ad hoc network as an open dis-
tributed system. According to Castano et al. [2005], an open distributed system exhibits the
properties of system dynamism, node autonomy, absence of a priori agreement and equality
of node responsibilities. In MANETS, system dynamism maps to a network of unrestricted
size, where nodes establish transient connections; autonomy characterises independent nodes
that intentionally provide or require resources with an interface that may be node specific
and not standardised; absence of a priori agreement corresponds to the opportunistic aspect
of MANET formations that cannot assume the existence of a central coordinating authority,
therefore making common resource representation unrealistic; and finally the mobile nodes

are considered peers with similar physical resources.

1.1.2 The Service Paradigm

Service-oriented computing uses the service paradigm as the principal abstraction to build
distributed applications [Huhns and Singh, 2005]. The philosophy of advertise, discover and
use makes service-oriented computing a suitable model for on-demand sharing of application
functionality. In this paradigm, services are software modules that encapsulate application
logic. The advent of services represents a continuation from the domains of object orientation
and component design, from where services inherit many of their properties

In object-oriented systems, an object is the main unit of problem decomposition. An
object typically has a unique identity and encapsulates state and behaviour. Object-oriented
design uses the properties of inheritance, encapsulation and polymorphism to build systems
composed of objects. Traditionally, object-oriented systems were designed for non-distributed
deployments, which meant that connecting with other systems required specialised support.
The fine grain encapsulation of objects also made it harder to build distributed systems that
would be loosely coupled and easier to maintain and evolve. With the advent of technolo-
gies such as CORBA and Java RMI however, the boundary between local and distributed
deployment has blurred.

On the other hand, a component-based system is built as a collection of components. A
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component has a strict contract, independent deployment and can be developed or purchased
outside organisational boundaries. Components are frequently described as black boxes that
expose only an interface with no externally observable state. These properties make com-
ponents more appropriate candidates for distributed systems. Indeed, technologies like the
OMG’s CORBA Component Model (CCM), Sun’s JavaBeans and Microsoft’s COM/DCOM
enable the composition of systems from interacting distributed components. Such systems are
typically deployed in an intra-organisational scale. Facilities such as the Object Query Lan-
guage (OQL) [02, 1998] and the CORBA Query Service [OMG, 2000] make basic component
discovery possible. There are inevitable similarities and subtle differences between objects
and components. A more detailed discussion on the differences can be found in Szyperski
[2002, Section 4.1.3].

Two properties differentiate service-oriented computing from object and component-based
systems; standardised access methods and loose interface coupling. The first is apparent in
the architecture of web services [Booth et al., 2004], a diverse suite of standards that have
a major influence in service-oriented computing. Web services pioneered standardised access
methods by adopting XML as the interface specification language and HT'TP as the transport
language [Stal, 2002]. The use of standards has enabled the progressive layered specification of
more complex interaction patterns, ranging from XML-RPC [Winer, 2001] and SOAP [Gud-
gin et al., 2003] to WS-Coordination [Microsoft et al., 2005] and WS-Transaction [Cox et al.,
2004]. To enable the rapid evolution and the adaptation to the dynamic Web environment,
service-oriented computing features loose interface coupling, which keeps the service inter-
face between clients and providers deliberately open and not specified. The combination
of standardisation and loose interface coupling have enabled web services to scale across
administrative domains and the Internet.

The evolution in the different paradigms can be summarised according to granularity of
abstraction, automated interaction and deployment scale. Granularity of abstraction defines
the degree of encapsulation in each paradigm. Automated interaction captures the suitability
of each paradigm for complex interactions, e.g., discovery, binding and composition, without

manual intervention. It describes the level of machine-processable representation that is
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abstraction granularity —automated interaction deployment scale

object paradigm fine-grained none small
component paradigm coarse-grained basic intranet
service paradigm coarse-grained basic Internet

Table 1.1: Evolution in abstraction paradigms for distributed computing.

necessary for automation. Although automated interaction is a complex issue, this discussion
considers only the availability of query languages and interface standardisation. Finally,
deployment scale presents a qualitative metric for the expected number of interacting entities
in each paradigm.

Objects have fine-grained granularity since their interface exposes a lot of implementation
details. Typically, objects do not provide facilities to discover their functionality, though
object introspection and reflection can provide the basic infrastructure. Because of these
characteristics, scale is limited to small networks or a single processing environment.

Component systems are designed to encapsulate coarser granularity and in many cases a
set of objects compose a component. Since it is treated as a black box implementation and
can be independently deployed, some standardisation on component interfaces is possible.
As such, they can typically scale within an organisation’s intranet.

Finally, services are designed to encapsulate enterprise scale functionality, with a very high
level interface. Services are essentially stateless and can be deployed on an Internet scale.
Although facilities like the Universal Description, Discovery and Integration (UDDI) [McKee
et al., 2001] offer attribute-based service discovery, the deployment scale and lack of standard-
ised, expressive interfaces cannot support automation. Table 1.1 illustrates the comparison.
Other properties, such as security or reliability guarantees, are omitted as they are not di-
rectly relevant to this thesis.

Apart from the Web, the service paradigm is also a suitable candidate for application
interoperability in ad hoc networks. Its distinguishing features of high encapsulation, focus
on modularity, the asynchronous communication paradigm and the principles of advertise,

discover and use have correspondence in the design of lightweight collaborative applications
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for small mobile devices.

1.1.3 Semantic Services

To invoke a service, knowledge of its interface is required. An interface can be represented
in a variety of ways, e.g., as a numerical identifier, as a method name or as a set of attribute
value pairs. It constitutes part of the contract or the implicit knowledge between the client
and the provider of the service. Web services do not specify a coordinating entity to map
interfaces to the functionality of services or to guarantee consistency in interface names so
that contracts between clients and providers remain valid. One of the consequences of loose
interface coupling is that service discovery remains a manual task. Through an unspecified
process, one has to first identify a suitable service that matches specific user requirements
and subsequently invoke the service based on its interface.

When minimum user intervention is required in mobile networks with no stable and
permanent set of nodes, manually identifying relevant services requires user involvement
and constitutes additional discovery latency. Representing services in terms of capabilities
rather than in terms of names can address the problem of complex service interactions.
A more expressive service description can encourage automated discovery based on queries
about explicit functionality [Martin et al., 2004], rather than discovery based on the implicit
association between syntactic interfaces and functionality. Semantic services advocate the use
of ontologies for the description of capabilities and as the semantic interface for discovery.

Semantic web services represent the largest effort to describe services with ontologies and
have gained wide industrial and academic acceptance. The motivation behind semantic web
services is the automated access and discovery of all available web information. It is a vision
that combines semantic representation with the service-oriented computing model.

Semantic representation addresses both the formal description of content and also the
automated and goal-oriented knowledge extraction using inference mechanisms. We briefly
explore these two parts here.

The need for a formal characterisation of content has arisen because of the growing need

to integrate data from different domains. In an open environment, one way to achieve that
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is by sharing metadata [Shadbolt et al., 2006]. However, a top down agreement on data
schemas cannot work in large scale systems like the Web. Instead, a layered approach to
integration can be more effective. This is currently undertaken by the semantic web. By
layering specifications that increase in formal expressiveness, bridges for shared semantics
can be built. Two such efforts are the Ontology Web Language (OWL) [McGuinness and
van Harmelen, 2004] and the Web Service Modeling Ontology (WSMO) [de Bruijn et al.,
2005]. In particular, OWL defines a set of languages layered on top of standards such as
XML and the Resource Description Framework and Schema (RDF/RDFS) [Beckett, 2004,
Brickley and Guha, 2000], and make use of Universal Resource Identifiers (URI) [Berners-
Lee, 1994] for distributed identification of ontologies and concepts. The layered approach
has led to different OWL flavours that have increased expressiveness, as most are based on
the formalism of Description Logics (DL), while their syntax is compatible with accepted
standards. Additionally, the use of URIs and the graph model provided by RDF enables
ontologies described in OWL to cross reference terms and thus improve their extensibility.
Note however, that while knowledge representation in OWL is more formal, it is also more
complex to describe and represent than in RDF/RDFS.

The canonical layered model for the semantic web was first illustrated in Berners-Lee
[2003] and is reprinted in Fig. 1.1. This progressive agreement from mere symbols (XML)
to ontology (OWL) and logic (SWRL) is a significant building block for the Web Services
Architecture (WSA) [Booth et al., 2004]. In both the semantic web and WSA this layering is
a crucial step because it captures knowledge as “meaning” of increasing semantic complexity
and represents that in a form suitable for a network of unprecedented scale.

Although a formal representation of content is necessary to automate access to informa-
tion, it is not sufficient. Inference is also required to extract hidden knowledge, which is
accomplished with the use of reasoners. Fast and efficient reasoners are an important re-
quirement when scale is an issue. Fortunately, extensive theoretical work on formal ontology
reasoning, mainly in the field of Description Logics (DL), was done in parallel with the de-
velopment and implementation of reasoners [Baader et al., 2003, Chapter 8]. Formalisation

and a wide choice of reasoners led to the establishment of Description Logics as the main
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Fig. 1.1: The semantic web stack [Berners-Lee, 2003, slide 30].

theory for semantic representation. This is depicted in the fact that two versions of OWL,
OWL-Lite and OWL-DL, and a version of the Web Service Modeling Language (WSML),
WSML-DL [Lausen et al., 2005], are based on DL.

Both the formal representation of service functionality and the associated capacity for
inference reduce human intervention and automate the tasks of service discovery, invocation
and composition. Since this thesis is concerned with the discovery of services, we further

elaborate on the issues of discovery.

1.1.4 Service Discovery

Service discovery faces two fundamental problems. First, there is the problem of what to
discover, i.e., what is an appropriate interface that can represent service functionality and
can also support the evaluation of complex queries against such an interface. Complex queries
are necessary to increase the flexibility of enquiry, especially when knowledge is distributed
and not represented in a standardised form. Choices can range from type-based interfaces
to capability-based languages. The second problem is how to discover a service, i.e., how to
design a discovery mechanism so that given a service representation, providers with matching

services can respond. The two issues of representation and discovery are elaborated below.
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Service Representation

Through efforts to formalise the definition of a service [Dumas et al., 2003, Baida et al., 2004,
Haas and Brown, 2004, Booth et al., 2004], the issue of representation has received a lot of
attention. Representations have progressed from simple hierarchical naming schemes, such as
X.500 [Chadwick, 1996], to complex semantic descriptions, e.g., OWL-S [Martin et al., 2004].
The reason for this progression is the need for more complex service interactions (e.g., auto-
mated discovery, composition, orchestration), which in turn is caused by the the large scale
deployment of services. A similar need has also appeared in decentralised environments where
opportunistic communication is the norm [Heflin, 2004]. Examples of these environments can
be found in ubiquitous computing scenarios where tasks require distributed execution and
collaboration amongst transiently connected devices. Since syntax-based interfaces could not
adequately capture all possible interactions and required a lot of administrative support for
standardisation and coordination, the development of more sophisticated service representa-
tions was necessary.

Early systems placed services very close to the operating system [Beitz et al., 1995]. By
trying to bridge systems based on fundamental operating system services (e.g., remote file
systems, monitoring services), the focus was more on service invocation and there was an
implicit assumption that interfaces were known. As such, type safety issues were important,
so representation was partially consisted of types.

With the move from centrally managed distributed systems to open distributed systems
like the Internet, many assumptions about service representations required reexamination.
The W3C’s Web Service Architecture (WSA) [Booth et al., 2004] captures these assumptions
as an agreement in three layers. At the bottom there is agreement in terms of form, i.e.,
agreement on syntax. Higher up there is agreement in terms of meaning, i.e., agreement on
semantics. The top layer is specific to the message-oriented design of web services and is
agreement on message flow.

As more complex interactions depend on the ability to query functional service charac-
teristics, the need for more expressive representations arises. Agreement on various syntactic

descriptions, for examples typed interfaces, attribute value pairs, URID’s or tuples, cannot
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represent service capabilities adequately. Instead, ontologies offer a more general and com-
prehensive formal description that can capture meaning and semantics. However, agreement
in meaning requires common ontologies. In an environment with autonomous participants,

this is equally challenging to achieve as agreement on syntactic descriptions.

Discovery Mechanism

A discovery mechanism gives the ability to defer lookup of functionality until it is needed.
This thesis covers discovery mechanisms that are distributed and as such they usually require
specialised discovery protocols. The function of discovery protocols can be decomposed into
the following processes, request, matchmaking and response.

A request routes! a service query to nodes where it can be evaluated. The process of eval-
uating a service query against available services is called matchmaking. After matchmaking,
a response may be transmitted back to the service client, with the response incorporating a
service handler if successful or just indicating failure.

Practically every discovery protocol, from Bluetooth’s Service Discovery Protocol (SDP)
[Blu, 1999] to UDDI, specifies all or some of these processes. Since service discovery generally
crosses processing boundaries, many distributed computing issues [Mullender, 1989, Chapter
1], such as timeliness, reliability, security and scale are pertinent to discovery. Moreover,
the choice of representation language has a significant effect and cannot be separated from
the design of the discovery mechanism. The current proliferation of discovery protocols, e.g.,
SLP, Jini, SSDP, WS-Discovery [Beatty et al., 2005], could be partly explained by the many
possible combinations that arise between service representations and protocol properties.

In fixed networks of small scale, a service representation that employs standardised syn-
tactic interfaces can provide a simple solution. In terms of the discovery protocol, a broker ar-
chitecture or the use of multicast can achieve efficiency with low complexity. Sometimes both
brokers and multicast is used. The IETF’s SLP [Guttman et al., 1999], Sun’s Jini [Arnold
et al., 1999], Bluetooth’s SDP and Microsoft’s Simple Service Discovery Protocol (SSDP)

[Corporation, 1999] specifications follow this design. The scale of targeted networks and the

1We use the non technical definition for the word route here. It can imply multicast, unicast or any other
communication paradigm.
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assumption of a central administrative authority makes this model practical. Interestingly,
since networks are managed and the interfaces are static and well-known, some basic service
automation, i.e., service interaction without manual intervention, can also be achieved.

In open networks that have the scale of the Internet, service standardisation is impractical.
Web services address this problem by awvoiding standardisation. Service clients either have
to locate the needed interfaces in an “out of bound” fashion, i.e., a different channel than
the one used for discovery such as a google search, or service brokers that aggregate available
services emerge to fill the need. For example, UDDI provides an Internet-wide brokering
service, but its centralised nature raises questions about its ability to cope as the number
of available services increases. Furthermore, retrieval in UDDI is syntax-based and so in
the absence of a web services naming standard, UDDI is not appropriate for automated
discovery. A current trend is the utilisation of P2P networks to distribute the load of service
discovery [Schmidt and Parashar, 2004]. The intersection between representations that allow
complex service interactions and scalable discovery protocols is the central theme of this thesis
and is an emerging new field that promises to integrate decentralised network topologies with

automated knowledge extraction.

1.2 Motivation

The proliferation of mobile devices is giving everyone access to computing power that al-
though limited, is enough to run basic applications. The incorporation of multiple short-
range wireless interfaces (Bluetooth, 802.11, Zigbee [Kinney, 2003]) has also equipped these
devices with the ability to spontaneously form networks when other devices are in proximity.
Communication in these uncoordinated networks happens through a network stack composed
of standardised protocols. Expecting all devices to use a common set of protocols is a rea-
sonable assumption, since they are usually part of the operating system and perform a very
specialised function that most users do not replace.

The same is not the case for applications. They are high-level programs with functionality
that varies widely. They can be installed and uninstalled on demand and high level languages

have made it easier than before to develop new or extend existing applications. This presents
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a challenge when applications, typically from categories such as mobile games, m-commerce,
context-aware or pervasive computing, wish to augment their utility and collaborate by shar-
ing functionality. The plethora of mobile applications coming from different users and from
different administrative domains means that even similar functionality will be encoded differ-
ently. This makes application interoperability based on interface standardisation unrealistic.

The problem of standardisation is further compounded when one considers the self-
contained and unpredictable ad hoc environment where devices can only discover functionality
that is available at connection time. In such an environment, automated discovery, flexibility
in query formation and even the ability to provide remote functionality that only partially
matches what is requested are desirable properties. One solution is for applications to dis-
cover functionality based on required capabilities, rather than hard-wired interfaces. This
removes the need for standardisation and enables flexible requests and automated discovery.
However, this solution presents new challenges in that a level of agreement on capability
representation is still required to achieve meaningful discovery, while the open and dynamic
nature of MANETS dictates a discovery approach that is scalable and efficient.

The principle motivation behind this thesis is the formation of a mechanism so that inde-
pendently developed applications running in small devices can locate required functionality
in a distributed and mobile network. Using semantic services as the main abstraction for
encapsulating shared functionality, the automated discovery of services remains unresolved,
when projected in an open, decentralised environment, where semantic agreement cannot be
guaranteed. This semantic decentralisation can find applicability in situations where unco-
ordinated interaction and ad hoc configuration of applications from different administrative
domains is required.

For example, a similar class of applications is considered by the SpatialViews program-
ming model [Ni et al., 2005]. Amongst the supported applications are sensor data aggregation,
dynamic service installation and an augmented reality (AR) pacman game. To enable the
programming of this class of distributed mobile applications the SpatialViews language
adopts the use of services that have an interface and semantics that must be agreed upon by

all nodes in the ad hoc network. It can be envisioned that a potential integration between
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the proposed model in this thesis and a programming model similar to SpatialViews would
enable applications to define services independently and without agreement on basic data
types such as location or time.

In networks where knowledge representation is difficult to standardise, it is expected that
communicating entities will introduce independent conventions. A comprehensive specifica-
tion of this problem is found in Aberer et al. [2004], where the authors use the term emergent
semantics to describe semantic consensus based not on standardisation but on emergent
behaviour. The general problem of different representations is mapped to the problem of
heterogeneous domain ontologies. The authors argue that an ontology is another instance of
a common vocabulary and requires agreement and standardisation to be useful. In environ-
ments that are open and where unanticipated interactions are likely, common ontologies are
insufficient and impose unnecessary constraints. Instead, what is advocated is an acceptance
that similar information may have different semantic representations. It is also suggested
that the formulation of semantic resolution protocols can address the mismatch problem in
a best-effort manner.

In MANETS, the model of emergent semantics is appropriate and useful. Mobile ad hoc
networks, unlike other open distributed systems, are self-contained as they can form in places
where no Internet connectivity is guaranteed. It follows that nodes cannot avail of common
ontologies on the Internet, but can only use the semantic knowledge of connected nodes. This
is an appropriate setting for semantic resolution protocols to assist service interaction and
application interoperability.

In the distributed context envisioned by the emergent semantics model, maintaining se-
mantic interoperability remains a strong requirement. Even when resources and services are
described by multiple and independently developed ontologies, service discovery, content re-
trieval and semantic inference should be guaranteed as if operating in a single ontology. To
this end, appropriate mechanisms are required to map or translate metadata [Aberer et al.,
2003, Doan et al., 2002]. The field of ontology matching [Shvaiko and Euzenat, 2005] has
extended earlier work in database schemas [Rahm and Bernstein, 2001] to the area of on-

tologies. Projects like H-MATCH [Castano et al., 2003a], LARKS [Sycara et al., 2002] and
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GLUE [Doan et al., 2002] accept semantic heterogeneity and have devised techniques and
algorithms for ontology matching, mapping and evolution.

The additional challenges that MANETSs pose to semantically heterogeneous mobile ser-
vices relate to scalability and mobility. In particular, scalability is a concern that is caused
by the open and distributed nature of MANETSs. Networks can expand and shrink in size
when new nodes join and existing nodes disconnect. Furthermore, node autonomy means
that nodes will be providers as well as consumers of services. This changes the assumption in
traditional discovery architectures that service clients outnumber the providers and requires
a novel model to address the challenges of large numbers of mobile providers.

Similar scalability concerns in semantic interoperability have also been investigated in
the domain of P2P networks. MANETS share a lot of characteristics with P2P networks. In
both environments, nodes are autonomous, have the capacity to contribute local resources and
require access to remote ones. A number of efforts [Nejdl et al., 2002, Castano et al., 2003b,
Schlosser et al., 2002] are looking into decentralised topologies that can better support data
and discovery queries described in more expressive terms. Such topologies typically assume
data described in RDF or other similar formalisms and are designed to address the lack
of expressive querying in contemporary P2P networks, such as Chord [Stoica et al., 2001]
or Pastry [Rowstron and Druschel, 2001]. This problem becomes particularly acute as P2P
networks grow in scale and their shared data is stored and accessed in representations that are
unstructured and keyword-based. Instead, a semantic representation would relieve users from
having to query data based on syntactical naming conventions that are “guessed”, thereby
improving recall and precision of user queries.

There are also differences. In the P2P case, the network and the nodes will generally be
of higher capacity (e.g., bandwidth, processing power) and the churning rate will be lower
than what is assumed for mobile ad hoc scenarios. Additionally, modern P2P networks can
scale to thousands of nodes [Jelasity and Babaoglu, 2005, while in mobile ad hoc networks
even large scale simulations do not involve more than a few hundred nodes [Kurkowski et al.,
2005]. Even at this scale, problems with scalability are serious however, affecting low layer

protocols as much as service interaction. For example, many discovery protocols used in
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ad hoc scenarios [Helal et al., 2002, Chakraborty et al., 2002, Authority, 2003, Nidd, 2001],
depend on the existence of a broadcast (flooding) or multicast protocol. Although single hop
broadcast is readily available, the lack of standardised and efficient network-wide broadcast
functionality in MANETS, results in the use of flooding, which impacts network performance.
This can be a limiting factor when scalable discovery is required. Finally, node mobility
requires specialised protocols that deal with topology changes and node failures. In general,
application interoperability in MANETS faces issues that require careful consideration of
common assumptions as well as the utilisation of techniques that scale and adapt to mobility.

We can now summarise the list of requirements for supporting interoperability between

independently developed applications in mobile ad hoc networks:

e The automated discovery of remote services is required by applications that need to
interact in an uncoordinated fashion and because of transient network connectivity.
These factors are incompatible with the time consuming manual selection of available
services. Automated discovery without standardisation is not possible using syntax-
based service interfaces. Rather, it necessitates the use of a more expressive language
that captures the capabilities and functionality of services. Using ontologies to describe

services can provide the required flexibility and expressiveness.

e When service-based applications from different administrative domains interact in a
MANET, it is inappropriate to assume that service interoperability will be facilitated
by means of a common ontology. Instead, autonomy requires each node to maintain a
different ontology that will be used to represent semantic services and may not neces-

sarily be known a priori by other nodes.

e Discovery of semantic services when described by heterogeneous ontologies requires se-
mantic integration. The mobile ad hoc environment dictates that this integration should
not be derived from standardisation but it should be dynamic and emerge through the
interaction of the participating nodes. This requires a method to establish eventual

semantic agreement between the different ontologies.

e Open networks with nodes that can be both service providers and consumers require

15



Chapter 1. Introduction

discovery protocols that scale. Distributed techniques can address scalability issues
for both discovery and semantic integration. Furthermore, mobility and limited device

resources dictate that selected techniques must be adaptable, configurable and efficient.

1.3 A Distributed Model for Service Discovery in MANET'Ss

This thesis presents OntoMobil, a distributed model to support the automated discovery
of services. Discovery is addressed within the domain of mobile ad hoc networks, where
the issues of transient connectivity and failure prone nodes need consideration. OntoMobil
permits the independent description of services, facilitates eventual semantic agreement and
provides scalable service discovery with probabilistic guarantees.

The challenging MANET environment and the envisioned application requirements have
led to the design of a new discovery mechanism over the adaptation of an existing one. There
is currently no discovery protocol in MANETS that could support semantic decentralisation

in a scalable way.

Scope

The model described in this thesis supports the discovery of semantic services. The process
of matchmaking between required and provided services is outside the scope of this thesis,
though one of the many algorithms [Li and Horrocks, 2003b, Trastour et al., 2001, Schade
et al., 2004] that have been proposed in the literature could be leveraged without difficulty.
The model does not specify service composition or invocation as they are considered orthog-
onal to discovery. Especially for invocation, it is envisioned that using a specification similar
to OWL-S, a high level semantic query can be grounded to a set of service calls that can be

invoked by the client and served by the provider.

Assumptions

The model assumes that nodes are peers of equal responsibility and processing capacity. At

any time, each node can be either a service provider or a client or both. In reality, the model
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is generic enough to allow only a subset of nodes to share services within a larger ad hoc
network. It does not constraint all nodes to run the OntoMobil protocol stack, allowing non-
participating nodes to be oblivious to the exchange of services, forwarding broadcast packets
from OntoMobil nodes only during the initial stages of a bootstrap process. An additional
assumption is that nodes and applications can be trusted and security and privacy is not a
concern.

Independent service description is realised by having different nodes maintain different
ontologies to describe their services. The model makes no assumptions about whether on-
tologies describe the service’s capabilities, properties, policies, context or security aspects.
There is also no assumption as to whether each node uses one or many ontologies to describe
its services. There is an assumption, however, of an agreed upper ontology or a common
schema for the actual service specification. An upper ontology dictates the organisational
form within which different services can be described, and is different from the specification
of the service’s functional or non-functional characteristics.

The model considers an ontology to be composed of concepts, which makes any ontology
specification (e.g., OWL, WSMO-DL) based on the formalism of Description Logics suitable.
The model also assumes that each provider will have an ontology reasoner that can decompose
an ontology into concepts and provide basic service matchmaking facilities?.

Finally, it is assumed that discovery is not a “one-off” process. Rather, discovery of
services or content in general, is integrated into the application logic and is an important

part of the application functionality that is repeatedly used.

Approach

In a network with many providers and heterogeneous service ontologies, in order for a service
query to me meaningful, it must be evaluated against ontologies compatible with the ontology
the query originated from. The query must also be matched against services defined in
compatible ontologies in order to yield succesful results. Depending on the network scale,

the two processes of ontology matching and service matchmaking can be resource intensive

2This usually happens with subsumption-based inference.
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when centralised. This is especially true in an ad hoc environment, where relying on a
centralised brokering architecture to identify similar ontologies and provide a repository for
available services is not a practical solution. Transient network connectivity makes a brokering
architecture prone to failures, while device resources cannot adequately support centralised
ontology matching and service matchmaking.

The approach described in this thesis is distributed and relies on the formation of a
randomised semantic overlay through the exchange of metadata. Ontology concepts are
randomly replicated across participating nodes, while a semantic similarity module in each
node is responsible for establishing relatedness between concepts from different ontologies.
Semantic agreement is thus uniformly spread between all nodes, providing a substrate on top
of which concept-based queries are routed to compatible ontologies. Service matchmaking can
then take place at provider nodes with any services that have matched the query aggregated

at the client node.

Random Walk
Discovery Protocol
Reasoning
Support
Semantic Concept
Decomposition Similarity

Gossip Protocol

Routing Protocol

Fig. 1.2: Node architecture in OntoMobil. It is a layered architecturea, where lower modules
provide their services to modules higher up in the stack. Reasoning is not provided by Onto-
Mobil but is required for the processes of semantic decomposition and service matchmaking.

The basis of the model is the decomposition of ontologies and semantic service queries

into concepts (Section 1.3.1), the use of a gossip protocol to disseminate random concepts
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Decomposition
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Fig. 1.3: The OntoMobil model illustrated as a set of independent processes that cooperate
through concept exchange.

to random nodes (Section 1.3.2) and the matching of received concepts in each node (Sec-
tion 1.3.3). Together, they provide the substrate on top of which a simple random walk
protocol (Section 1.3.4) can be layered. This random walk protocol is responsible for routing
service queries to appropriate provider nodes. Figure 1.2 shows the OntoMobil architecture
in each node. The algorithms for the similarity and reasoner modules can be substituted
and are independent of the architecture. The gossip protocol is executed periodically in each
node until certain conditions are met. Service discovery is an on-demand process whenever
applications require the discovery of new functionality. Figure 1.3 illustrates the model from a
process-driven perspective. The semantic decomposition and semantic agreement algorithms
run in each participating node. The gossip and the random walk protocols use point-to-point
connections and do not require the use of multicast or broadcast facilities.

The advantages of this approach are flexibility, scalability and efficiency. Flexibility de-
rives from allowing nodes to maintain heterogeneous ontologies. Different types of services can
then be supported by different domain ontologies, while services in the same domain do not
have to agree on common ontologies. The model achieves scalability through randomisation

and the utilisation of each participating node in the identification of similar concepts.
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Network-wide efficiency is preserved by avoiding the use of broadcast and thus reduc-
ing traffic. Additionally, since each node bears part of the responsibility towards semantic
agreement and discovery, the use of excessive overhead in select broker nodes is avoided. How-
ever, discovery under these circumstances is fundamentally a best effort process. There is an
implicit assumption that similar services will be modelled either with ontologies that have
similar terms or concept matching will identify similarity even when ontologies are described

differently. The following sections briefly describe the constituent processes of OntoMobil.

1.3.1 Semantic Decomposition

Concepts, together with relationships and concept attributes, form the constituent elements
of an ontology. In the domain of Knowledge Representation (KR), concepts represent sets
of individuals that are composed in hierarchies of concepts used to represent domains of
interest [Baader et al., 2003, Chapter 1]. More informally, concepts model similar classes
of objects. The idea of using concepts to discover services has also been used in differ-
ent forms in other projects [Skouteli et al., 2005, Chakraborty et al., 2002, Arabshian and
Schulzrinne, 2004, Schlosser et al., 2002]. The core idea behind all these efforts is location
transparency [Mullender, 1989, Coulouris et al., 2005]. By disseminating concepts to network
nodes, the level of discovery abstraction is raised. A discovery request can now avoid the
direct location of the nodes that contain a matching semantic description and instead locate
the concepts that compose the request.

In OntoMobil, a concept-based approach is used for the process of semantic agreement as
well as for the discovery of services. This means that both ontologies and discovery queries
are first decomposed into concepts and then routed to a destination. This symmetry is in
itself a desired characteristic. Besides the conceptual uniformity, which simplifies and reduces
the number of building blocks for potential middleware or application developers, it is more
efficient when devices are small and networks vary in size to disseminate small sets of concepts
rather than complete ontologies. On the other hand, the issue of semantic agreement becomes
more problematic, when semantic matching occurs between concepts instead of ontologies.

This trade-off is explored in more detail in Chapter 4.
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1.3.2 Gossip-based Concept Dissemination

Epidemic or gossip algorithms are based on randomisation. Randomised algorithms gener-
ally have good load balancing properties, can model complex problems in an elegant way
and are amenable to analytical methods. According to Motwani and Raghavan [1995], two
main advantages of randomisation are performance and simplicity. Randomised algorithms
outperform deterministic ones in many cases (e.g., skip lists, permutation routing problem),
especially as the size of the input grows. Furthermore, they are simpler to specify and im-
plement than some corresponding deterministic algorithms.

In OntoMobil, a specialised protocol is developed to gossip® a randomised subset of con-
cepts to a randomised subset of participating nodes. This style of epidemic communica-
tion has been shown to provide a robust method against the unpredictable environment of
MANETS [Haas et al., 2006, Luo et al., 2003]. Each node executes the gossip protocol and
stores received concepts in a buffer until certain conditions are met. These conditions are part
of a set of parameters that control the scalability properties of the model. Given the right
set of values for these parameters, no node stores the full set of concepts from all ontologies
but at any one time it contains a random subset of all concepts. This parameterised partial
replication of concepts in each node is the key to the scalability of the model.

As new nodes join the network, their concepts are also spread uniformly across all par-
ticipating nodes. Concept replication is used during discovery to identify concepts similar
to those composing the service query. Because of randomisation, a probabilistic analysis is
performed on the number of replicated concepts across nodes. The derived predictable model
is important because it qualifies processing and memory costs for each node and is used in

combination with a random walk to infer the probabilistic bounds for service discovery.

1.3.3 Facilitating Semantic Agreement

When services are described by different ontologies, it is necessary to precede discovery with
identification of semantically related descriptions. The exact mechanisms to establish seman-

tic closeness is outside the scope of this thesis. OntoMobil only facilitates the identification

3Transmit in gossip style.
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of compatible ontologies and provides the mechanism to distribute matching across nodes.
The matching process is progressive and mimics an epidemic style infection. As each concept
is disseminated across the network, its semantic content “infects” other ontologies, thereby
advancing the network’s semantic agreement. Ultimately, this infection spreads throughout
all ontologies resulting in global semantic agreement.

The proposed approach guarantees that matching is distributed, which leads to desir-
able load balancing characteristics. To identify semantic similarity, OntoMobil supports two
matching methods, named dynamic and template matching. Both methods establish transi-
tive relations between compatible ontologies but use different ways to identify concepts that

are semantically equivalent.

1.3.4 Random Walk for Service Discovery

Random walk is a technique in stochastic modelling that is extensively used in the study
of graph properties. In its theoretical setting, a random walk on a graph is defined as a
series of discrete steps, where in each step a neighbour of the current vertex is randomly
chosen and visited. Since MANETSs can easily be modelled as graphs, random walks have
a practical applicability in mobile ad hoc networks. In particular, random walks have been
used in a group communication setting [Dolev et al., 2006] and to provide a uniform partial
membership view [Bar-Yossef et al., 2006].

OntoMobil models discovery as a process that visits random nodes and collects informa-
tion in order to locate candidate nodes. These candidates are nodes that maintain ontologies
that are similar to the ontology of the node that issued the query. Subsequently, the dis-
covery query is routed to these nodes, where it is evaluated against their available services.
Services that match are transmitted back to the client node where they can be filtered and
used appropriately. Because this process can be mapped into a random walk, probabilistic
properties can be derived giving predictable bounds on the number of hops before a discovery
occurs. An additional advantage of this process is that service matchmaking takes place at

the provider nodes and omits the need for service brokers.
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1.3.5 Towards an Ad hoc Interaction of Autonomous Services

This chapter introduced a mobile ad hoc network as an open distributed system composed
of autonomous mobile nodes. Similar to the dynamic network formation that is typical of
MANETS, collaborative ad hoc applications should be able to self-organise and interact in a
spontaneous, on-demand and unconstrained fashion.

Semantic services are chosen as the abstraction paradigm for application interoperability.
As the term service is used to describe a broad variety of activities, we provide here a definition
for autonomous services that is close to the definition in Paolucci and Sycara [2003], but is

adapted for the MANET environment.

An autonomous service can represent specific application functionality with a
minimum dependency on common and external specifications. It uses a well-
defined and public interface that is described in an expressive language, which
can capture the service’s capabilities. Complex interactions between autonomous
services emerge when network peers use mechanisms that can advertise, discover

and invoke said interfaces.

In practice, the services considered in this thesis are similar to middleware services [Bern-
stein, 1996] in that they are atomic, can be invoked by means of a service handler and contrary

to enterprise web services, encapsulate functionality relevant to mobile devices.

1.4 Contribution of Thesis
The contribution of this thesis has the following parts:

1. Current semantic service architectures for mobile ad hoc networks assume a common
ontology. In OntoMobil, semantic services can be developed without a priori agreement

on common ontologies.

2. Existing semantic topologies do not address the matching of heterogeneous ontologies.

In order to facilitate semantic agreement between the different ontologies, this thesis
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proposes a novel model that distributes the ontology matching process to all partici-

pating nodes.

3. Existing discovery mechanisms in MANETSs provide either scalability through syntax-
based service queries or semantic queries in networks of limited scale. The OntoMobil
service discovery protocol accepts semantic expressions and uses the semantic overlay
built by the gossip protocol to perform discovery with probabilistic guarantees without

the use of broadcast or flooding.

4. Models amenable to analytical methods are desirable because they provide predictable
behaviour under known assumptions. This thesis presents a Markov-based analysis
of concept replication across nodes. This analysis results in a predictable stochastic
model that incorporates all the important characteristic parameters and can be used

to investigate the impact of network scale in each node.

5. Existing semantic overlay topologies that are based on ontology decomposition do not
provide an adequate transformation from complex semantic queries to their constituent
concepts. This thesis provides a simple set of rules for the syntactical decomposition of

Description Logics queries into concepts.

An implementation of OntoMobil confirms the derived analytical bounds. The evaluation
also extends to different strategies for concept matching that can illustrate with more accuracy
the trade-off between processing requirements in each node and the progress of semantic

agreement.

1.5 Thesis Layout

The layout for the rest of the thesis is as following. Chapter 2 covers the state of the art in
decentralised service architectures for P2P and MANET environments. Chapter 3 specifies
the system assumptions, describes the gossip protocol and analyses the concept replication
distribution. Chapter 4 specifies a simple service profile based on RDFS and details the

process of concept matching and the random walk discovery protocol. A generalisation from
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RDFS to a description logic is offered at the end of the chapter. Chapter 5 describes the

implementation of OntoMobil, Chapter 6 the evaluation and Chapter 7 the conclusion.
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State of the Art

The importance of software services in the design of flexible and dynamic applications can be
seen in the proliferation of service architectures. Both in academia and in industry a wealth
of specifications have been produced. This chapter reviews existing work in decentralised
semantic topologies, ontology matching algorithms and service architectures that have similar
goals and features with OntoMobil. Whenever appropriate, we compare and contrast specific
features of OntoMobil with those of the systems under review. Although the main emphasis
is towards systems designed for mobile environments, other work in related domains, mainly

P2P networks is also covered.

2.1 Discovery in Decentralised Environments

Assuming a centralised architecture and an intuitive scheme to name available resources,
discovery is often a sequence of simple steps. The activity of looking through yellow pages
or initiating a google query are typical examples of this. When centralised architectures
cannot be supported, specialised architectures and protocols are required. A typical example
is P2P networks. Initially, discovery in these systems was confined to naming conventions
with limited expressiveness, putting the emphasis on topology properties such as scalability
and efficiency [Ratnasamy et al., 2001, Stoica et al., 2001]. Currently, a new generation of

P2P networks uses semantic representations in decentralised topologies. This move represents

26



Chapter 2. State of the Art

a shift from the description and discovery of content that is based on attribute value pairs
to more expressive semantic annotation and querying. Service discovery can be considered
a subclass of the general content discovery problem and has undergone a similar evolution.
Service architectures have evolved from those that rely on a small number of providers and
use syntactical name-based interfaces to architectures that feature large scale decentralised

topologies that support the semantic description and discovery of services.
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Fig. 2.1: The evolution of service architectures in relation to discovery protocols and ex-
pressiveness of service representations.

Figure 2.1 illustrates the evolution of service architectures in two axes. The progress
in terms of topology is depicted horizontally, while the evolution in the representation of
services is shown vertically. The systems presented at the intersection come mainly from the
P2P, LAN and mobile domain. This is only a qualitative classification with a more detailed
classification for MANET service architectures presented in Section 2.2. The next section

focuses on discovery mechanisms for semantic content and services in stationary decentralised

networks.
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2.1.1 P2P Topologies for Semantic Content

In P2P networks, the issue of expressive content representation is receiving increased atten-
tion. Usually such networks come under the names of semantic or schema-based topologies.
One of the first complete systems to explore this concept was the EDUTELLA project [Nejdl
et al., 2002]. EDUTELLA is mainly concerned with semantic content rather than services
but its goal is similar to OntoMobil: The distributed discovery of semantic information with-
out the use of common ontologies. EDUTELLA assumes that information is described in
heterogeneous schemas and this aspect influences many design decisions in its P2P topology.
To address the heterogeneity problem, the authors define an architecture that provides facil-
ities for schema integration and topology control and specify a custom query language [Nejdl
et al., 2003].

EDUTELLA takes a layered approach both in terms of content description but also in
terms of topology support. To allow discovery of information residing in distributed reposito-
ries, RDF is used for the metadata specification and an abstract query service is specified that
provides a mapping between peer metadata and a common schema. This allows the distri-
bution of queries to both individual and multiple RDF repositories. In contrast, OntoMobil
does not support this extended query model, where different peer repositories are considered
connected. In OntoMobil, each node is considered autonomous and although requests can be
directed to multiple nodes, there is no mechanism in place to present a unified view of the
different ontologies to service requests.

In terms of topology, EDUTELLA is based on super-peers, though the clustering algo-
rithm has several flavours. The layered architecture has allowed the exploration of topologies
that produce overlay clusters based on different semantic similarity rules. Two such variations
are ontology-based clustering, where nodes with similar ontologies are clustered together and
rule-based clustering where super-peers register cluster rules, e.g., schemas rules, IP address
constraints and resource rules with nodes joining when they fulfil these rules.

Haase et al. [2004] describe another semantic P2P topology that is focused on efficiency.
The authors start from a completely random network topology and eventually derive an effi-

cient topology that closely matches the similarity in the semantic knowledge of peers. Under
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their assumptions, each peer has access to a common ontology and routes incoming queries
according to a similarity metric that is derived from hierarchical data. The authors evaluate
the hypothesis that certain semantic topologies will perform more efficiently than random
topologies. Through experimentation and simulation they illustrate that under a “perfect”
semantic topology, where the network topology matches the similarity in peer content, pre-
cision and recall of queries achieve their maximum ratio. A number of assumptions underlie
this hypothesis. Chief amongst them are the assumptions of similarity, stable connectivity
and efficiency. It is assumed that participating nodes will have some degree of similarity,
from which a semantic topology can be derived. The second assumption is that the latency
cost of converging to a “perfect” semantic topology is offset by long-lived connectivity. Fi-
nally, efficiency is only achieved when each peer has knowledge about other peers with related
semantic content. In OntoMobil many of these assumptions do not hold. Specifically, the
assumptions of stable connectivity and efficiency in the face of complete semantic knowledge
cannot be justified. Section 2.1.4 further elaborates on the problems of cluster topologies
when heterogeneous ontologies must be supported in MANETS.

Castano et al. [2003b] describe a P2P overlay architecture, called H3, where each peer
maintains an independent ontology. For scalability, the topology algorithm exploits the se-
mantic relationship amongst the different ontologies, thereby forming a topology that mirrors
the semantic similarity of peers. The H3 architecture is split in two layers. The knowledge
infrastructure layer, called Helios, processes queries and matches incoming concepts with
those maintained in each peer. The communication infrastructure layer, called Hermes, is
responsible for the functions of routing queries based on their semantic content and providing
membership functionality to peers. Although no concrete protocol is devised and performance
results are not presented, the architecture is very similar to OntoMobil. It assumes semantic
heterogeneity and an intermediate process that matches concepts disseminated from peers
based on an affinity metric. Similar to OntoMobil, routing takes advantage of concepts that
are augmented with peer addresses and relationships with other similar concepts. Differences
emerge where OntoMobil defines a concrete protocol specification that details the node inter-

actions and provides a analytical model to predict performance. Additionally, the model in
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this thesis is specifically targeted for services and its design incorporated the issue of mobility.

REMINDIN’ [Tempich et al., 2004] is another project that exploits query history in order
to route semantic queries in P2P networks. It accepts that a common schema between peers
is a simplistic assumption and assumes that peers describe content with heterogeneous meta-
data. REMINDIN’ does not define an exact topology. Through observation and recording of
meta-information from user queries, it selects a number of peers that are likely to contain rel-
evant results. Initially, when no meta-information has been recorded by peers, routing resorts
to bounded flooding. As more queries are being observed, peers augment their knowledge
of other peers that can answer queries about particular topics. This progressive acquisition
of knowledge is a common characteristic between REMINDIN’ and OntoMobil, though the
overall model is very different. In OntoMobil, a proactive gossip protocol is used to construct
a randomised semantic overlay using concepts that are replicated in each node. REMINDIN’
on the other hand, does not define a topology but relies on queries, which are reactive by

nature, in order to build a semantic similarity model.

2.1.2 P2P Topologies for Semantic Services

GloServ [Arabshian and Schulzrinne, 2004] is a P2P service discovery architecture that is
designed to be both expressive and scalable. It uses OWL-DL to describe services and
to derive a hybrid network topology that uses ontology concepts to classify services. The
proposed topology is hybrid because it is constructed from a high-level service classification
hierarchy and a low-level Content Addressable Network (CAN). The CAN topology is used
to connect peers with similar services. The extra complexity of connecting and maintaining
two different topologies is justified by the stated aim of GloServ, which is the design of a
discovery architecture that is scalable and suitable for ubiquitous and pervasive computing.

The topology formation in GloServ occurs through the following steps. A hierarchy of
service types, called the service classification ontology, is initially devised and is assumed
to be immutable. Each service in GloServ inherits from at most one of the concepts in the
classification ontology. The ontology is in turn mapped to a stable hierarchical network of

GloServ servers. Since this ontology is coarse-grained and GloServ assumes that there will
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be thousands of services, each server in the hierarchical network will be responsible for many
service instances. Because this approach cannot scale, a second partitioning occurs at this
stage. When services register they are classified as subconcept instances of some concept from
the classification ontology. A CAN overlay network is created for each of the concepts in the
classification ontology, and services can register in any of the CAN nodes. As more nodes
join each of the multiple CAN overlays, the dimensions are split to accommodate the new
joins. Service queries are handled in a similar fashion to service registrations. Each query is
classified and is routed to the server that maps to the query’s superconcept. Subsequently,
according to the service’s classification, it is again routed to the node in the CAN that is
responsible for the service’s concept.

The idea of routing a semantic query based on its concepts, is similar to OntoMobil. In
practise, the two approaches differ as OntoMobil relies on concept replication for routing,
while GloServ assumes a classification ontology that does not change and uses that as the
initial point of contact. GloServ is still at the prototype level and therefore no evaluation
data are available.

Schlosser et al. [2002] present a graph topology for scalable semantic service discovery.
Peers are organised into a hypercube, giving the desirable properties of low network diameter,
efficient message broadcast and resilience to node failures. The hypercube topology is also
used to index ontology concepts, so that semantic queries can be routed to appropriate peers.
Specifically, it is assumed that services can be classified according to globally known ontologies
and peers may provide an arbitrary number of semantic services. In order to organise this
semantic information, peers with similar services are grouped in concept clusters. A concept
cluster is a set of ontology concepts that best describes the peers belonging to the cluster.
Each concept cluster becomes a vertex into the hypercube graph. A semantic query can now
be routed in a two-step process: the concepts composing the query are used for routing to
the appropriate concept cluster. Once this is reached, a secondary broadcast occurs inside
the concept cluster to identify suitable peers.

Query routing in OntoMobil uses a similar two-step process. Fach query is first decom-

posed into concepts and routing is conducted by following a randomised yet bounded path
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until it collects enough information to be dispatched to nodes with similar concepts. The
difference between OntoMobil and Schlosser et al. [2002] is based primarily on the con-
struction of different topologies. This stems from different assumptions of environment and
service autonomy. While a hypercube topology has good properties as an overlay peer to
peer network, the constant mobility and high failure rates of MANETS can result in exces-
sive topology reconfiguration. Additionally, the assumption of global ontologies known by all

nodes is different than the basic assumption of OntoMobil.

2.1.3 Autonomous Description and Semantic Resolution

The evolution to more expressive and decentralised P2P architectures has been complemented
by increased heterogeneity in peer metadata [Nejdl et al., 2002, Loser et al., 2003b, Aberer
et al., 2003, 2002]. Where formal metadata are used, it means that peers can describe
their data or services using multiple, independently developed ontologies. Less control in
content creation can increase peer autonomy and flexibility and broaden the range of content
and services that can be provided by each peer. However, the departure from semantic
homogeneity to more autonomous descriptions comes at a cost. Methods must be developed
to integrate ontologies that were independently developed but describe the same domain.

Such integration is imperative as the idea behind the use of ontologies is to share and for-
malise knowledge. It is also complex because depending on the assumptions of heterogeneity,
integration can happen at various points. Klein [2001] identifies two ways where ontologies
can differ, namely at the language and the ontology level. The former describes mismatches
at the language primitives that are used to specify an ontology, while the latter refers to
differences in conceptualising similar domains of knowledge. This thesis assumes that nodes
use the same ontology language but differences exists at the ontology level. In other words,
it is assumed that all nodes share the same upper ontology.

In the context of decentralised discovery, heterogeneous ontologies present two separate
issues. First, the type of methods that are used to bridge semantic mismatches and second

the network architectures developed to facilitate semantic bridging.
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Methods for semantic integration

For what is ultimately a problem of codifying meaning in different ways, it is not surpris-
ing that a variety of techniques have been proposed to find similarities between different

ontologies. One such technique is ontology mapping, which Klein [2001] defines as:

Relating similar (according to some metric) concepts or relations from different
sources to each other by an equivalence relation. A mapping results in a virtual

integration.

Kalfoglou and Schorlemmer [2003] give a comprehensive survey for the field of ontol-
ogy mapping. Apart from ontology mapping, similar techniques bear the names of ontology
combination, merge, alignment and transformation [Klein, 2001]. OntoMobil uses the term
ontology matching to denote both the identification of similarities between ontologies (map-
ping) and their augmentation with an appropriate relation. Augmentation does not involve
alignment (i.e., changing two ontologies to bring them into agreement), rather it is just the
insertion of hints at the linking points between different ontologies.

For the ad hoc environment, where OntoMobil operates, it is important for any ontology
mapping mechanism to be automated, efficient and able to be executed at runtime. The
requirement for automated mapping is necessary so that service discovery is not impeded by
the manual resolution of different ontologies. Device characteristics also point to methods that
should be able to trade performance for accuracy. Finally, both the periodic concept exchange
and the dynamism of the network, call for methods that can be used at run time. Various
practical classifications of automated and semi-automated methods to integrate ontologies
are given in Klein [2001], Pinto et al. [1999], Noy [2004].

Two prominent approaches to integrate distributed ontologies are represented in the
GLUE [Doan et al., 2002] and H-MATCH [Castano et al., 2003a] systems.

GLUE proposes a novel ontology matching process in three layers. At the bottom layer
the distribution estimator takes as input taxonomies and their instances and computes a
probability distribution of similarity and dissimilarity between all concepts. This is the core

algorithm and employs machine learning techniques to identify similar concepts between the
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input ontologies. The output is used as further input to the similarity estimator that estab-
lishes equivalence or generic/specific relationships between concepts from the multiple on-
tologies. Finally, the relazation labeler layer uses common knowledge and domain constraints
together with the input from the previous layer to derive appropriate concept mappings. The
evaluation results show that GLUE is a very accurate matching algorithm. However, it is
also a heavyweight algorithm. This is a function of requiring not only complete ontologies
but also instance data in order for the machine learning part of GLUE to work effectively.
In the case of OntoMobil, complete ontologies are not available as the protocol relies on the
progressive dissemination of random ontology subsets. Instance data is also not available in
the current specification, though they it be piggybacked within the description of transmitted
concepts. Finally, the multilayer matching architecture is designed for accuracy rather than
run time performance.

H-MATCH is a different approach to the problem of ontology matching. It uses four
matching models, namely surface, shallow, deep and intensive. These models are configurable
by a matching policy and use a variety of syntactic and semantic techniques. In particular,
surface matching uses only the syntactic features of concept names for matching. Shallow
matching is also syntactic, but takes into account concept names and concept properties.
Deep matching uses a semantic matching technique that takes into account concept names
and the whole context of concepts, i.e., potential relationships to other concepts. Finally,
intensive matching is the most accurate matching technique and uses property values aside
from the concept’s context. Unfortunately, no comparative accuracy results exist between
GLUE and H-MATCH. In terms of features, both systems are at par, though the configurable
aspect of H-MATCH makes it a better candidate for open mobile environments. The idea of a
customised set of matching algorithms is appealing because devices can choose to utilise parts
depending on their performance characteristics. Generally, the more accurate a matching
technique, the more expensive in terms of resources. Therefore, it is reasonable to customise
matching.

OntoMobil defines two different matching methods, i.e., dynamic and template and uses

the shallow H-MATCH matching model for the dynamic method. The purpose is to demon-
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strate that an existing ontology matching algorithm can be adjusted to work with the concept

matching approach proposed in this thesis.

Network architectures for semantic integration

In a distributed environment, the integration of heterogeneous schemas from autonomous
peers has a temporal and a spatial aspect. Semantic network architectures must resolve
when and where (i.e., which nodes) the different peer metadata will be matched. These
are important issues as they can affect the scalability and efficiency of the network and the
accuracy and response time of content queries.

The temporal matching strategy can be further decomposed into reactive or proactive. A
reactive strategy matches heterogeneous schemas only when needed, e.g., during the execution
of a query, thus minimising processing cost at the expense of fewer responses. A proactive
strategy will continuously match metadata as peers join or leave.

An example of a reactive method is given in Castano et al. [2003b]. The authors specify
an architecture where matching occurs during the routing of semantic queries. A special
type of query, called the probe query is used, containing a set of concepts from the source
peer. When a destination receives such a probe, the query concepts are matched against the
metadata maintained in the knowledge repository of the destination. The matching strategy
can be set either by the source peer or at the destination.

Aberer et al. [2003] describes another reactive strategy. The authors assume that peers
describe content without reference to a common schema. A semantic gossiping method is
specified where peers progressively converge towards a global semantic agreement by exploit-
ing transitive matching and feedback from other peers. This occurs during query propagation
with no separate protocol to guarantee semantic agreement.

A proactive temporal strategy, where peers distribute metadata information before query-
ing is used in Loser et al. [2003a]. Specifically, peers are organised into clusters that are based
on the similarity of their semantic content. Before a new peer can query the network, it
broadcasts its metadata amongst the super peers. A reply from a receiving host with similar

semantic content enables the formation of semantic clusters.
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Selecting a spatial matching strategy is equivalent to deciding which peers will act as
mediators. Two prominent approaches are to either utilise super-peers or use the capabili-
ties of every participant. Both approaches require the exchange of ontologies between peers
that act as mediators. When super-peers are used, there is the potential for reduced com-
munication overhead as exchange occurs only between a subset of available peers. On the
other hand, super-peer selection in decentralised networks requires distributed mechanisms
for leader election, which can add extra overhead. Additional factors that influence the design
and overall performance of these topologies is the assumption about metadata distribution,
e.g., the number of peers that are expected to contribute different metadata, and the specific
communication protocols that will be used.

The super-peer method is described in Loser et al. [2003a]. Only a subset of peers are
selected to serve as decision points for semantic similarity. The aim is to reduce commu-
nication overhead by having a limited broadcast only across super-peers. It also simplifies
the process of arriving to a consensus on semantic similarity, by having only the designated
peers match schemas. The disadvantage of such an approach is that it places a burden on
the elected super-peers. Moreover, the protocols required to elect super-peers, especially in
the face of failures and high peer churning can be complex.

A different approach is implied by Castano et al. [2003b], Aberer et al. [2003] and Aberer
et al. [2002]. In systems discussed by these researchers, semantic matching extends to all
peers. Each host is responsible for playing a part in the emergent semantic knowledge derived
through peer interaction.

In terms of the temporal matching strategy, OntoMobil uses the periodic execution of
the gossip protocol to exchange concepts, which results in a proactive strategy. This leads
to a progressive semantic matching idea that is similar to the one found in Aberer et al.
[2003], though the two methods of arriving to network-wide semantic consensus are very
different. In terms of the spatial matching strategy, OntoMobil uses the “all peer” approach
to alleviate the need for an extra super-peer formation protocol and to take advantage of

concept replication in each node.
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2.1.4 Issues in MANETSs

As mentioned in Section 1.2, despite similarities between peer-to-peer and mobile ad hoc
networks, there are a number of important differences. In an environment where mobile
nodes develop services without a common schema, ontology matching and discovery must be
robust to node mobility, consider the processing capacity of nodes and adapt to the variation
in the size of the network.

In particular, mobility and the reduced processing capabilities of participating devices
tend to favour the distribution of heavyweight tasks across nodes. Were such tasks not
distributed but executed in elected nodes, the high rate of partitions, merges and link failures
would require complex fault-tolerant procedures when those nodes became disconnected or
failed. Though clustering algorithms are becoming increasingly sophisticated and efficient [Li
et al., 2006], they are usually applied to tasks that do not require high processing cost,
e.g., Multi-Point Relays (MPR), which maintain routing tables in the Optimised Link State
Routing (OLSR) protocol [Clausen et al., 2001].

Unlike the maintenance of routing tables, ontology matching is a process that can be
computationally intensive. It is appealing to centralise such a process especially when the
process outcome changes infrequently. For example, in a stable network without new node
additions or failures, ontology matching can be executed once and semantic consensus can
be derived easily. However, in the ad hoc environments examined in this thesis, the transient
connectivity of nodes means that semantic consensus is ever changing and evolving. As new
nodes join, new ontologies need to be matched against existing ones, while as connected nodes
disconnect or fail, their ontologies must be removed from the network. It is a process that
is continuous, terminating only in periods of relative network stability. As such, distributing
the process of ontology matching across mobile nodes is a design choice that must be given
serious consideration.

Another issue arises with discovery scope and network scale. Certain multicast-based
LAN discovery protocols, e.g., SLP and Jini, restrict the propagation of discovery queries
by applying filters. This restriction of the propagation is mainly an administrative tool to

increase security and limit the use of multicast, which can create significant communication
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overhead. In P2P networks, scoping is not used because of administrative requirements but as
a method to enhance scalability. These approaches restrict query propagation to peers with
similar metadata because of an implicit assumption that peers will query for content based
on their own semantic description. P2P networks that use semantic clustering to improve
efficiency make this assumption.

In environments where interaction is transient and opportunistic, semantic clustering may
not offer similar gains as in large-scale P2P networks. Discovery queries in these setting are
best effort and can only get a reply if a suitable provider is currently connected. To maximise
the probability for a response it is important to utilise as many providers as possible, while
allowing the network to scale to a sufficient degree.

The next section presents a set of criteria to classify mobile service specifications. These
criteria are designed to bring forward the various ways with which current service architec-

tures and protocols handle mobility, scale and efficient discovery.

2.2 Classification Criteria for Mobile Services

This section reviews services that are mobile-aware and are designed mainly for the per-
vasive application domain. A number of the specifications vary in their stated aims and
system assumptions, e.g., mobility, availability of multicast, etc., but all use a degree of self-
organisation to adapt to a decentralised environment and incorporate some management of
failures and partitions to reduce the effects of mobility. To aid understanding and compare
the various specifications, a classification is provided according to the criteria illustrated in
Fig. 2.2.

The purpose of this classification is to decompose important aspects of the systems under
review. In comparison to the service discovery survey by Zhu et al. [2005], we focus on cate-
gorising common overlay topology structures, assessing the expressive power of the examined
services and qualifying the efficiency of service maintenance in a distributed setting.

Services are qualified according to the following criteria:

Service representation — The representation of services, especially in mobile systems,

must balance efficiency of implementation with expressiveness. Expressive service descrip-
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Fig. 2.2: Classification criteria for mobile service protocols and architectures.

tions enable richer encoding of functional and non-functional service characteristics. Ad-
ditionally, service requests can more accurately capture user requirements. However, more
complex and formal descriptions are associated with a higher cost in modelling and process-
ing services. Where an overlay topology is needed, the choice of representation is also a
significant factor. For example, INS [Adjie-Winoto et al., 1999] has a topology that is very
closely linked with its hierarchical attribute value naming syntax. The classification distin-
guishes six approaches to service description, in ascending order of expressiveness: The use
of a service name accompanied by type parameters, which is frequently used to encapsulate
implementation details, e.g., execution method; tag-based service description, where services
are annotated with a set of names; hierarchical naming conventions, where services are de-
scribed through a sequence of categories, much like files are qualified by directory names in

modern operating systems; attribute value pairs, where arbitrary pairs of properties are used
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for description; hierarchical attribute values, where a hierarchy is imposed on the properties
and finally semantic descriptions, where an ontology is used for representation.

Service filtering — A large number of the service systems assume an environment where
many providers offer a multitude of services. Queries in these environments can be generalised
to return a large number of services. Whether all of the matched services are returned and the
location where the selection process takes places can affect network efficiency. The selection
of a node with the responsibility to filter matched services is important in large networks
with hundreds of services. In large networks the aggregation and ranking of services has
significant processing and communication overhead.

Depending on some general architectural patterns, a number of choices for service filtering
emerge. For example, in architectures where all descriptions are cached at broker nodes, it
is natural for selections to happen there. Where a distributed architecture is in place, extra
communication might be required to gather all the matched services and return them to the
client node. In a homogeneous environment, where nodes are not allowed to customise and
extend the service middleware, filtering can take place at any node. If custom filters can be
supplied at the client side, e.g., QoS or context filters, and their evaluation depends on custom
software, aggregation and filtering at the client might be inevitable. Service filtering is not
being adequately addressed at the moment, but will become an issue as service architectures
scale up their numbers of providers and consumers. This classification has identified the
choice of service filtering to be either at client, provider or broker nodes.

Interaction autonomy — In the context of service discovery, interaction describes a
query-select-respond pattern, while autonomy characterises the level of commitment to a
common semantic interpretation of a service representation. In other words, this criterion
reveals the implied contract between a provider and a client regarding the service’s capabili-
ties. It can be argued that a name-based service query from a node with no prior knowledge
of any mapping between the service’s functionality and the service’s name is an autonomous
interaction. It is unlikely however, that such a discovery query will produce any meaningful
expected outcomes. Autonomy becomes more useful as the service representation becomes

more expressive. When the description of a service allows queries to be expressed in various
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combinations, flexibility and hence autonomy is increased.

The following cases are distinguished: In a rigid contract, a service is expressed in syntactic
terms with the client knowing a priori what functionality maps to which service. One way
to achieve automated query resolution in this context is the standardisation of services. For
example, Jini, SLP and UPnP operate in this manner. Partial contract is a variation of the
previous case that offers increased flexibility by allowing clients to invoke services based on
partial knowledge. For example, support for regular expressions or attribute only queries can
provide a less strict and thereby more autonomous interaction.

Semantic modelling also alleviates some of the requirements for a priori knowledge between
a service name and its functionality. By querying for the actual service functionality, any
implicit knowledge becomes part of the service description. Finally, opportunistic interaction
with minimal a priori knowledge between providers and clients can be achieved with the use
of different ontologies to describe offered and requested services.

Topology configuration — As networks grow, the use of an overlay topology to organise
services is a more efficient approach than the use of multicast or broadcast. Section 2.1.2
presented various schema-based P2P topologies, where semantic similarity is reflected in the
network topology. This is one possible approach to topology configuration. Often, the choice
of topology is a function of providing some desired properties, e.g., certain QoS guarantees or
bounded service discovery. Other times, it is shaped by the constraints of the environment,
e.g., availability of multicast features at the network layers or use of a certain service represen-
tation. For mobile ad hoc networks, some key properties are efficient topology construction,
adaptation to mobility and where brokers are in use, timely broker election. Regarding bro-
kers, this classification does not interpret an overlay topology from the presence of brokers
only. The rationale is that it is challenging to define precisely what a broker is and how it
operates. For example, there are topologies where every provider is a broker (OntoMobil,
GSD), brokers and providers partly overlap [Kozat and Tassiulas, 2004] and providers and
brokers are completely independent [Adjie-Winoto et al., 1999, Sailhan and Issarny, 2005].
Therefore, topologies are classified based on how providers, clients and brokers are organised

and not purely on the existence of brokers. This topology criterion has the following con-
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figurations: Flat is the simplest configuration and entails no special structure; distributed
hash table entails nodes that are organised in such a topology; randomised topology of which
OntoMobil is the only example, assumes a topology where each node maintains contact with
a random subset of other nodes; self-organised brokers, where a localised algorithm is exe-
cuted to elect new brokers; cluster hierarchies where nodes are first clustered according to
certain criteria and subsequently organised into a hierarchy to improve inter-cluster access;
and finally, the hierarchical rings structure is one where nodes are organised into a multilayer
ring topology.

Service liveness — In a mobile environment, new nodes constantly join and existing
nodes may fail or become separated from the network. If caching is used to replicate service
descriptions, a mechanism must be devised to cache new services descriptions when they ap-
pear and to identify and if necessary remove stale services. Similar mechanisms can be used
to reconfigure the network topology by monitoring variability in the network and the usage
patterns of services. The two issues of topology maintenance and service liveness are closely
intertwined in most service architectures. They are treated here as a single classification cri-
terion, which gives a qualitative metric on communication overhead, protocol complexity and
accuracy of available information. The template of <liveness signal/transmission method> is
used to express the temporal aspect and the form of communication that is used by each node
to update other nodes with current information. One of the most common methods to signal
status information is the use of soft state. Each node periodically transmits a beacon message
that includes some basic information, e.g., the node identifier and a sequence number. This is
a simple and effective solution but depends on timing intervals which can be hard to predict
in a mobile ad hoc setting. A more complex but adaptable solution requires the use of group
membership information, which provides a notification service for new nodes that join the
network and existing nodes that have failed. How this information is transmitted to other
nodes is effectively orthogonal. Solutions based on flooding, neighbour broadcast messages
or gossip have appeared in different systems.

Discovery method — Discovery method details the protocol used for service queries.

There is an obvious dependency between discovery and both the chosen topology configura-
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tion and the underlying network support. Systems that rely heavily on service advertisement
and broker support have a simpler discovery protocol. Systems that try to minimise ad-
vertisements usually require a more elaborate discovery protocol. The discovery criterion
distinguishes five methods: local cache, where clients query their own cache for service iden-
tifiers; random walk, where clients query a random sequence of nodes; routing to broker,
which implies a broker architecture with nodes storing routing information to locate the bro-
kers and forward queries to them; and finally unicast, multicast and flooding, which can be
used in conjunction with an overlay topology or depend on protocols at the lower protocol

layers.

2.3 Review of Existing Service Systems

Here, the classification criteria from Section 2.2 are applied to the most pertinent service
architectures and discovery protocols designed for mobile environments. Since, some of the
covered systems have only a partial description of some of the properties, whenever one is not
specified, it is explicitly annotated with n/a (not available) in Table 2.1. In the next sections
(2.3.1 and 2.3.1) the focus is mainly on academic prototypes where a degree of mobility and

self-organisation is implied. Industry standards are briefly covered in Section 2.3.3.

2.3.1 Service Systems with Partial Mobility

The following two service architectures are complete specifications supporting mobility of
providers and clients within an infrastructure backbone.

INS/Twine

Balazinska et al. [2002] describe a scalable and distributed architecture for resource discov-
ery. INS/Twine is an evolution from the original INS [Adjie-Winoto et al., 1999] project, but
targeted towards resource discovery, rather than towards a distributed naming facility. The
architecture assumes a core network of brokers that replicate resource descriptions, while

resource providers are placed at the edges of the network. Resources can represent both
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static content, i.e., documents and data but also interactive one, i.e., services. Both INS and
INS/Twine rely on the use of hierarchical attribute value pairs to express resource param-
eters. The use of hierarchies allows queries to be more expressive by customising the level
of generality and specificity when requesting information. INS/Twine changes the original
INS in several ways. The underlying topology now depends on Chord [Stoica et al., 2001],
rather than being a custom one. In terms of mobility, INS adapts by using only the inten-
tional name (i.e., the structured name) of a resource. This level of indirection can support
both node mobility and service mobility. Node mobility denotes physical mobility, occurring
when a node changes network addresses (e.g., as it crosses between administrative bound-
aries), while service mobility signifies a change in the mapping between resources and their
providers (e.g., when network or device conditions change). Similarly, OntoMobil services
are also located using their constituent concepts so both types of mobility can be supported.

In terms of resource representation, INS/Twine uses the more expressive hierarchical form
of attribute value pairs. Although the semantics of the representation are not standardised, it
is expected that descriptions and queries will use similar representations for similar resources.

Service filtering is customisable in INS/Twine, with the query specifying whether one or
all replies will be sent back to the client. If a query specifies that a single reply should be
transmitted, a user-supplied metric acting as the ranking coefficient must also be supplied.
In that respect INS/Twine supports both client and broker filtering.

Using a hierarchy of attribute value pairs and allowing queries to express only a subset of
the attributes that describe resources increases the autonomy of peers and provides a more
flexible contract between resource providers and clients.

INS/Twine uses brokers, called resolvers in INS terminology, to advertise resource de-
scriptions. The resolvers form a distributed hash table topology that is designed to share
load and bound the path of discovery queries. To remove stale resources and refresh existing
ones, it uses an adaptive soft state approach. Between resolvers the refresh rate is low, so
bandwidth is not saturated from liveness messages. On the other hand, to cater for respon-
siveness in the event of a failed resource provider, the refresh rate between providers and

their resolvers is higher than that between resolvers. For discovery, INS/Twine uses unicast
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over the routing infrastructure provided by the Chord substrate. INS/Twine is a mature and
efficient design, but it is not targeted towards the mobile ad hoc domain as defined in this
thesis, i.e., a network with autonomous nodes, absence of a priori agreement and equality of
node responsibilities. Furthermore, the reliance of INS/Twine on the Chord distributed hash
table means that a MANET implementation would also require a Chord-like system designed

for MANETSs.

VIA

VIA [Castro et al., 2001] is another discovery architecture aimed at locating data across
service domains. A basic assumption in VIA is the asymmetric nature of communication.
It is envisioned that pervasive environments will have a large number of small, low-powered
devices connected to different administrative domains. Brokers, gateways in VIA terminology,
will be used to store most of the data obtained from the multitude of devices. The problem
that VIA addresses is an architecture for global access to all the data and services between
different brokers. To this end, it considers an overlay network based on the principles of
robustness, self-organisation, scalability and autonomy. Contrary to approaches such as INS,
VIA does not replicate metadata descriptions. Instead, it considers a model whereby data
is clustered according to location. This makes semantically related data distributed across
brokers since it is designed to increase access time within domains. Ultimately, VIA relies
on a self-organising topology that adapts to queries by having gateways form hierarchies
according to a localised algorithm and not according to some predefined policy.

VIA uses a flat attribute value naming scheme to describe any type of resource. Although
VIA supports a generalisation /specialisation relation between attribute value pairs, it is not
based on inheritance hierarchies. Rather, it is based on the presence or absence of values
from attributes. For example, an attribute with no value is considered more general than an
attribute value pair.

Similar to INS, VIA allows requests to contain partial data descriptions and also permits
the composition of more complex queries using the logical operators of “and” and “or”. This

is a more flexible approach than requiring a strict interface between clients and providers.
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The topology configuration in VIA is a set of adaptable, self-organised cluster hierarchies.
Any peer that becomes the root of such a cluster hierarchy requires the use of multicast facil-
ities to communicate with other root peers. Multicast is also required for the communication
between clients and root peers.

Service liveness is not specifically addressed in VIA. Reconfiguration of VIA hierarchies
occurs either as a result of failures or due to changing query patterns. A soft state approach
is used to identify failures by periodically advertising the broker’s status. To reduce the
overhead associated with maintaining state for a large numbers of brokers, status information
is only transmitted between parent brokers and their immediate children. Finally, discovery
is conducted by multicasting to all peers that are cluster roots followed by a unicast inside
each cluster.

VIA has a deep-rooted assumption of pervasive fixed infrastructure, which permeates
many aspects of its design. The resulting architectural complexity is intended to deal with

levels of scalability not envisioned in the OntoMobil scenario of standalone ad hoc networks.

2.3.2 Service Discovery in MANETSs

This section reviews eight service discovery specifications specifically for the domain of mobile
ad hoc networks. These specifications offer various degrees of completeness. Some specify just
the discovery protocol, while others specify a more complete system architecture including

the service representation and topology construction.

DEAPspace

DEAPspace [Hermann et al., 2000, Nidd, 2001] is one of the first service architectures to
target transiently connected mobile devices. DEAPspace aims to devise a protocol for low
latency service discovery and to represent services in a compact and efficient manner. To
further qualify the timeliness requirements for discovery, the authors analyse the available
time period for two mobile entities as they cross moving at opposite directions under different
mobility scenarios. This represents the window of interaction that a service protocol can

exploit. The resulting time periods become an upper bound in the overall design. DEAPspace
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is concerned mainly with networks that span a single hop and as such service advertisements
are aggressively used. Each advertisement is associated with a timestamp and provides both
liveness information and simplified discovery. Discovery is conducted without transmission,
using only the device’s local repository.

The service representation in DEAPspace is a custom specification designed to satisfy
fine-grained service selection, small message size and parsing simplicity. Service selection
is based primarily on the service name, although the actual representation contains some
mandatory and an arbitrary number of optional attributes.

Since discovery is local to the cache maintained by each device, service filtering is client
specific. Interaction autonomy is rigid, since selection is primarily based on the name and
the input—output service parameters with any optional attributes being secondary selection
criteria. DEAPspace does not use an overlay topology, instead advertising relies on the
periodic use of flooding. This limits the scalability and the efficiency of the scheme, though

it is a simple and practical solution for the type of scenarios envisioned by the authors.

Konark

Konark [Helal et al., 2002] is a service middleware for small scale mobile ad hoc networks.
It supports service discovery and service advertisement and assumes that each node is both
a provider and a client. Konark is a practical design using a WSDL-like service description
and a micro-http server to process SOAP-encoded service requests and advertisements. The
Konark specification is not suggestive towards a specific approach related to discovery or
representation. Instead, a number of methods are discussed and analysed.

Services in Konark are described in a variety of ways. There is a hierarchical naming
structure where generic concepts appear at the top of the tree with more specific ones at the
bottom. Services, both those provided by the node and those acquired from advertisements,
occupy the leaf spots in the tree. Additionally, services can optionally be associated with a
set of tags.

The discovery protocol suggests that service selection takes place solely at the client.

Interaction autonomy is rigid when discovery queries specify a service as a path in the Konark
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tree. It is assumed that concepts in the tree will require agreement before being used. Tag-
based discovery queries provide a more relaxed selection criteria, though their free form
syntax makes it likely that precision will be low with a high recall. Konark uses a soft state
approach to prevent stale services from being used. It also uses a specialised multicast address
for discovery and advertisement, which can limit scalability. Konark is targeted towards an
implementation of existing service technologies and as such it does not provide a novel model

or an analysis of its various design trade-offs.

Kozat and Tassiulas

In Kozat and Tassiulas [2004] and Kozat and Tassiulas [2003] a distributed discovery mecha-
nism for mobile ad hoc networks is presented. Unlike other approaches, it is broker-based but
operates very close to the routing layer. The authors argue that using service brokers close
to the routing layer can enhance scalability, improve efficiency and reduce discovery latency.
Two separate algorithms comprise the system. A backbone management (BBM) algorithm
forms a mesh of service brokers using the idea of a dominating set. This results in the localised
construction and maintenance of the backbone substrate. Such a scheme has the desirable
property that each non-broker node is one hop away from at least one broker. A distributed
service discovery (DSD) algorithm uses an additional source-based multicast protocol across
the brokers to replicate service descriptions during service registration and increase reliability
and access during discovery. A very extensive evaluation is provided comparing the system
with other approaches based on multicast and anycast. The results illustrate that despite
the high communication overhead, a clustering scheme can be a viable option for service
discovery in MANETSs.

There is no suggestion as to what type of services can be supported in such a system as
the focus is on the specification of the discovery protocol and its performance evaluation. It is
mentioned that the frequent broker hand-offs required as the network topology changes and
nodes fail, makes it unlikely that costly registration procedures can be supported. Similarly,
there is little mention of service filtering, though the use of multicast for discovery suggests

that such filtering can only occur at the client side. The topology configuration is a self-
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organised mesh with only neighbour broadcast messages being used to maintain the topology.

The use of neighbour broadcast by the BBM algorithm is less prone to message loss
and can potentially reduce the aggregate network overhead when compared with the multi-
hop gossip unicast used in OntoMobil. However, the two overlay networks serve different
functionality making a direct comparison difficult. If the overlay by Kozat and Tassiulas
[2004] were to be used to fulfil the requirements in Section 1.2, the broker nodes would have
to bear the sole responsibility for concept matching. This would increase their processing
overhead and would also require the specialised hand-off procedure to transfer the matching
relations between departing and new broker nodes. In case of high mobility, the hand-off
procedure and the constant swapping of nodes between brokers and non-brokers would create

a lot of unneeded traffic.

Sailhan and Issarny

Sailhan and Issarny [2005] describe a scalable service architecture for mobile ad hoc and
hybrid networks. The architecture is composed of a service representation and a suite of
protocols for advertisement and service discovery. The motivation behind the protocol suite
is efficiency and reduced energy consumption as measured by the total number of transmitted
messages. These factors have led to a design that incorporates a set of connected broker
nodes forming an overlay network, called a wvirtual network. Nodes become directory brokers
through a localised protocol that elects those nodes willing to contribute their resources
and have the highest number of neighbours in their coverage area. Contrary to Kozat and
Tassiulas [2004], overlay formation is not formally specified to create a connected dominating
set, but has rather been devised for simplicity and efficiency. Scalability is achieved as
follows: First, brokers cache only a subset of the available service descriptions. Specifically,
each broker maintains services from providers that are within a configurable number of hops
away. Second, the cached services are encoded in a compact directory profile using a novel
scheme based on Bloom filters. To enable network-wide service discovery, brokers exchange
their directory profiles at frequent intervals.

Services are represented in a WSDL-like, syntax-based interface that is augmented with
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a set of attribute value pairs. These pairs are used to describe QoS and resource specific
attributes. Primarily however, services are expressed through a name as the attribute value
pairs are used for efficient selection and load balancing.

The discovery protocol achieves the stated goals of efficiency and scalability by incorporat-
ing load balancing during service requests. As service providers augment service descriptions
with resource specific information, brokers can decide whether a particular provider is over-
loaded or low on battery and route a query to another node that provides the same service.
A pricing-based scheme is used at the broker to evaluate the registered providers. Hence,
selection filtering is broker-based.

The topology is a self-organised broker configuration. Each broker is responsible for
advertising its presence within a configurable number of hops and providers and clients are
responsible for maintaining the address of at least one broker node. This requires all nodes to
keep some partial state, which can reduce robustness in the face of mobility. It also requires
constrained flooding to reach all nodes in the vicinity of the broker, which is optimised by
the authors with the use of bordercasting.

A number of methods are used in the effort to maintain accurate service and topology
information in the face of mobility. Service providers use an adaptive soft-state mechanism to
update their descriptions. Brokers frequently bordercast an advertisement to notify nodes of
their presence. Brokers also require communication with other brokers in order to exchange
directory profiles. An evaluation of the protocol that takes into account the extra overhead
shows that it still bears a reduction over flooding. Finally, discovery is initiated with a simple
unicast from a client to its local broker. In the case where the requested service is not found,
the broker node forwards the query to a number of other brokers, which are selected based
on battery life availability.

The core differences between the OntoMobil overlay and the discovery architecture by Sail-
han and Issarny [2005], reside in the representation of services, the contents of the overlay
network and the use of broker nodes. Because OntoMobil uses of ontologies to describe
services, the overlay is constructed from metadata, rather than services. Furthermore, in

OntoMobil every node is considered to be part of the overlay, which simplifies the design by
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not requiring a special protocol for node to broker communication.

Lenders et al.

Lenders et al. [2005] presents a field theoretic model for service discovery. The idea is to map a
physics concept, the potential resulting from electrical point charges, to the domain of mobile
ad hoc networks. Specifically, the distribution of potential that peaks at the point charges
is mapped to a scalar field where nodes in the network calculate the potential distribution
with service providers being the point charges. A service request is then routed towards the
provider with the highest charge. Two metrics are used to select service providers that also
influence the routing of service requests; the number of hops between clients and providers
and the capacity of service (CoS), a set of attribute value pairs indicating functional and
non-functional service properties. Through flooding, each provider disseminates its service
instances (charges) to all nodes, so that each node can calculate its own potential for all
received charges. An emerging property of this model is that requests tend to gravitate
towards providers that are closer to the client’s proximity. This increases local communication
reducing overall overhead. Simulation results demonstrate a good discovery ratio even under
high mobility scenarios.

Services are represented as a set of attribute value pairs. It is expected that all nodes
share a common interpretation of these pairs. This work takes an interesting perspective on
service filtering. Each request is only ever routed to a single service provider. Assuming that
each provider advertises unique service instances, filtering is progressive and a byproduct of
routing a request to the highest service charge. In terms of interaction autonomy, the design
does not mention the possibility for service requests being based on generalised or partial
queries.

No special overlay structure is used to organise the nodes in the network. Flooding is
used for charge dissemination, though to counter the expected overhead an optimisation is
proposed. Flooding works in coordination with a soft state approach, which is used to keep
cached service references up-to-date.

With cached references in every node, each discovery is routed to the provider with the
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strongest point charge following a sequence of successive unicasts to neighbouring nodes.
This application level routing is similar to OntoMobil, though there are two differences:
First, OntoMobil does not use neighbour unicasts to route a discovery, but a random walk
approach based on multi-hop unicasts making is less robust and more prone to failures; second
the selection of the next hop node in OntoMobil is not based on finding the highest potential

amongst neighbours, but is based on a random selection.

GSD

The Group-based Service Discovery (GSD) protocol [Chakraborty et al., 2002] uses a caching
mechanism to improve access times and reduce overhead of semantic service discovery in ad
hoc networks. The caching mechanism works by employing an ontology-based classification
for all services. Specifically, each service is classified into a hierarchy of service groups, which
are defined in a standard ontology. A provider uses constrained flooding to advertise both
the service description and its service groups. Both are cached in receiving nodes. When
a node that has a non-empty cache wishes to advertise its own services, it also piggybacks
some of the service groups found in its cache. This has the effect that nodes cache both exact
services and ontology concepts. A request is also classified into service groups and is directed
to a provider either following a cached description or through a cached classification. GSD is
one of the first discovery protocols that used specific features of semantic services in a mobile
ad hoc setting. Simulation results illustrate that a high discovery ratio is maintained while
communication overhead is reduced compared to a pure flooding approach. The use of cached
service concepts to aid discovery in GSD resembles that of OntoMobil. OntoMobil does not
use flooding however and relies on a unicast gossip protocol for concept dissemination. This
gives OntoMobil better scalability properties and creates less overhead for nodes that do not
participate in the exchange of services.

GSD uses a common ontology to represent services. A service matching approach is
also sketched, identifying service groups, input—output parameters and service capabilities as
potential matchmaking properties. This can prove suboptimal when the selective forwarding

strategy is different than the matchmaking one. For example, as outlined in the design of the

92



Chapter 2. State of the Art

forwarding strategy, service groups are sufficient to route a service to a provider. This does
not guarantee a matched service however, as the query signature might still be different than
the provided one. OntoMobil addresses this concern by routing requests according to their
full semantic signature.

No particular topology configuration is used in GSD. Each connected node participates
by caching partial service information. Service liveness relies on a soft state algorithm that
can be customised by users depending on the mobility of the network. This information is
disseminated through a constrained flooding algorithm. Discovery is symmetric to advertise-
ment and also uses a constrained flooding approach in order to discover either the provider

directly or a cached copy of the description or the classification of the service.

Service rings

Klein et al. [2003] present a semantic overlay for service discovery in ad hoc networks. The
aim is to construct an application overlay that is decentralised, efficient and allows discovery
of semantic services. The overlay is based on the idea of a hierarchical ring structure. Each
node is placed in a ring and is required to store the identifiers of the two nodes that follow
and precede it. Several rings can co-exist in a large ad hoc network since they are formed
by exploiting geographical or semantic proximity. Each ring must elect a broker, called the
service access point (SAP), though the election process is unspecified. A broker is responsible
for indexing any service advertisements that arrive from its ring and seeks to participate in
higher order rings between other brokers. Communication in service rings, i.e., advertisement
and discovery, happens only through the forward and backward links that each node main-
tains. Although this avoids flooding, it is unclear what the precise gain is, since no evaluation
is presented and overlay links in the ring structure do not adapt with mobility. A number
of other algorithms are presented mainly to cope with node and link failures and network
partitions. Judging from the number of special cases and protocol complexity, there is a high
cost associated with maintaining such a rigid structure in the face of mobility.

The service rings specification uses a semantic service representation. It exploits the

classification properties inherent in ontologies, so that each service request yields a distance
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metric when compared against the cached service descriptions in the brokers of each ring
hierarchy. If the semantic distance is less than some user defined threshold, the advertised
service constitutes a match.

Filtering takes place at the client side. Each request stores any matching services as it
is routed through the different layers of the ring hierarchy, eventually returning to the client
node.

The specification does not cover the timing of the cache updates at brokers. It only
specifies how clients register their services with the appropriate broker using a service adver-
tisement algorithm. Topology reconfiguration occurs whenever there is a partition or a failed
node. Such disconnections are identified using a soft state mechanism.

Discovery uses a unicast transmission across the ring overlay. No analytical or simulation

results are offered as to the expected discovery bounds.

Allia

Allia [Ratsimor et al., 2002] is a peer-to-peer, policy-based, distributed architecture to support
agent-based discovery in mobile ad hoc networks. The aim is to reconcile an agent-oriented
abstraction with a distributed service discovery model. To this extent it assumes a “pure” peer
model, where no brokers are necessary and nodes are self-sufficient, hosting a complete agent
micro platform. This is similar to the assumptions made in OntoMobil. Another similarity is
the use of push style advertisements and the use of caching in each node. Allia however, relies
on a per node policy-based manager for most decisions regarding advertisement, discovery
and caching. This provides flexibility since each node can decide an individual policy that is
adapted to its resources. However, when each device can alter parameters like advertisement
frequency, cache policies and forwarding strategies, it makes it challenging to assess and
analyse the aggregate network behaviour.

Allia focuses on general architectural issues for policy-based peer discovery models and
as such it does not prescribe a service representation. An implementation of the architecture
over Bluetooth, uses Bluetooth’s SDP protocol, which means that services are represented

with a universally unique identifier (UUID). The service cache is used at all times, making it
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easy to discover and filter services at the client side. In terms of service interaction autonomy,
clients and providers follow a strict contract since the implementation assumes that all nodes
maintain a mapping from service identifiers to actual service descriptions.

There is no topology structure in Allia, though the architecture elaborates on the issue
of service and node liveness. A soft state and a constrained flooding approach is used in
both cases. Ultimately however, it is up to the policy manager to decide the frequency and
even the flooding strategy (e.g., whether multicast or broadcast will be used). Discovery is
a combination of a local cache search and flooding the request in case the local cache gives a

negative match.

2.3.3 Other Related Systems

The previous section detailed novel models for service discovery in the ad hoc and mobile-
infrastructure domains. This section covers two industry-led efforts for service discovery
and specification and one research prototype focused on service security. The focus in these
systems is not analytical properties or service expressiveness, but rather a firm focus on usable

deployments, application development and integration with existing platforms.

SLP

The service location protocol (SLP) [Guttman et al., 1999] was one of the first complete service
specifications for local area networks. It defines service discovery and advertisement in terms
of three agents, the user agent (UA), service agent (SA) and directory agent (DA). Because
it is destined for administrative networks, there is little self-organisation and directory agents
have to be explicitly configured. It does however prescribe a directory-less mode, where IP
multicast can be used for discovery. In SLP, services are represented with a URL and a
set of attribute values. The Internet Engineering Task Force (IETF) has released several
draft specifications of the protocol and an abstract service specification that can be used as
a template for a variety of concrete services, e.g., printers, device drivers. One interesting
extension to SLP, which has appeared recently [Authority, 2003], is the mesh-enhanced SLP

(mSLP) [Zhao et al., 2003]. This SLP enhancement increases reliability of service registrations
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by organising directory agents in mesh overlay.

Jini

The Jini specification [Arnold et al., 1999] describes a platform-independent distributed ar-
chitecture and an associated programming model for the discovery and use of a wide range of
services. Typical examples include the acquisition of drivers during device boot up, discovery
of public key servers and other types of system or user-defined services. At the core of jini
is the idea of a lookup service that is offered by a broker. Clients or providers that wish
to discover or register services need to initially access the lookup service. The sequence of

actions for discovery and registration are detailed in three protocols, namely:

e discovery is the initial process invoked by any provider or client in order to locate a
lookup service. Within discovery, a suite of protocols are responsible for locating the
lookup service. Two of the protocols use multicast, while the third uses reliable unicast

when the address of the lookup service is known in advance.

e join is used by providers to register their own services, after they have located a lookup
service. It specifies the interaction pattern between providers and the lookup service and
characterises service lease timeouts and fail-over scenarios. During join, providers sub-
mit a Java object implementing the offered service. The interaction between providers
and the lookup service takes place through a proxy object that is downloaded by each

provider once the lookup service has been located.

e lookup is used by clients after they have located a lookup service in order to find services.
The interaction pattern is also encapsulated inside a Java class (LookupLocator) defined

by the Jini specification to ease development and reduce the probability of errors.

SDS

OntoMobil follows the majority of specifications in mobile ad hoc networks in assuming a
model where service providers and clients can be trusted. The assumption is that providers

advertise an accurate description of their services without “cheating” and clients do not
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misbehave by overloading the network with service requests or adversely manipulating their
service cache. This is not a realistic assumption in many cases. The Ninja Service Discovery
Service (SDS) [Czerwinski et al., 1999] is an architecture for secure and trustworthy access
to services. A hybrid of asymmetric and symmetric-key encryption offers privacy, while trust
is provided by endpoint authentication and capability-based service disclosure, which is a
mechanism to reveal advertisements only to authorised clients. Since one of the stated goals
of the Ninja architecture is usage in Wide Area Networks (WAN), scalability and security

are explicit design requirements. The architecture consists of five components:

e SDS servers are brokers organised in a hierarchical topology and are used to cache

encrypted service descriptions and answer client queries.

e Services initially contact a Capability Manager (CM) to define the access rights for
clients. Subsequently they listen for announcements from SDS servers, select an appro-
priate server and advertise their descriptions using authenticated, encrypted one-way

service broadcasts.

e (ertificate Authority is a trusted peer that uses certificates to authenticate the binding

between services and their public keys.

e Capability Manager is another trusted peer that accepts requests from services declaring

their capability lists and then distributes these capabilities into requesting clients.

e (lients initially discover an appropriate SDS server by listening on a well-known mul-
ticast channel. After binding to such a server, they can forward their queries and let

the SDS server resolve any pending authorisation and capability requirements.

2.4 Summary

This chapter has reviewed several service specifications from the peer- to-peer and mobile ad
hoc domains. A summary of related work in the field of ontology and schema matching has
also been presented in order to elucidate the requirement for a topology semantic integration

in mobile ad hoc networks. Many of the high-level design choices that service specifications
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for MANETSs must resolve were captured in six classification criteria. A summary between
the reviewed systems and OntoMobil based on these criteria is presented in Table 2.1 on the
following page.

The related work survey has illustrated the limitations of existing MANET topologies
to support ontology matching and discovery of autonomous semantic services. This has led
to the development of the proposed model and the randomised overlay topology. OntoMobil
avoids clustering topologies, first to remove the need for fragile and complex cluster formation
protocols and second to reduce the performance bottleneck of ontology matching on cluster
nodes. A third argument is related to the appeal of using a unified approach without requiring
different protocols for inter and intra-cluster communication. The next chapter presents the

design, specification and analysis of the OntoMobil gossip protocol.

2.4.1 Comparison of Mobile Ad Hoc Services

Table 2.1 on the next page provides a summary between of the reviewed systems according

to the classification criteria specified in Section 2.2.
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Represent. Filtering | Autonomy| Topology | Liveness Discovery
INS/Twine hierarchical at- | client and | partial con- | distributed | adaptive overlay uni-
tribute value broker tract hash table soft state / | cast
unicast
VIA attribute value | n/a partial cluster hier- | soft state / | overlay
archies constrained | multicast
unicast and unicast
DEAPspace name-based client rigid flat soft state / | local cache
flooding
Konark tag-based and | client rigid  and | flat soft-state / | local
name hierarchy partial flooding cache and
contract flooding
n/a n/a n/a self- soft state overla;
Kozat and / / / . . / a
Tassiulas organised neighbour multicast
assiuias brokers broadcast
. name-based broker rigid self- soft state / | unicast
Sailhan and . ..
I organised optimised and overlay
ssarny broker flooding multicast
and unicast
attribute value | broker rigid flat soft state / | successive
Lenders et al. . .
flooding neighbour
unicasts
GSD semantic n/a common flat adaptive constrained
ontology soft state / | flooding
constrained
flooding
Service Rings | semantic client common hierarchical | n/a overlay uni-
ontology ring struc- cast
ture
Allia name-based client rigid flat soft state / | local cache
constrained | and policy-
flooding based flood-
and policy | ing
based
OntoMobil semantic client independent | randomised | membership | local cache
ontologies / gossip and random

walk

Table 2.1: Classification of mobile service systems.
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Chapter 3

OntoMobil: Model and Analysis

This chapter presents the OntoMobil model and details the gossip protocol, which is respon-
sible for the formation of the randomised semantic overlay used by concept matching and
service discovery. The precise specification for matching and discovery is presented in Chap-
ter 4. Here, we describe the model and formally specify and analyse the gossip protocol.
The gossip specification includes the selection, transmission and reception of a randomised
set of concepts with a dual goal; maintaining a subset of them at each node and at the same
time facilitating a network-wide semantic agreement between the different ontologies. For
com