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Summary

The paradigm of Software Defined Networking can have significant beneficial impacts on
the provision of traditional Telecommunications services, but there is a possibility that
networks may be oversimplified by removing hidden but important components.

We evaluate the impacts of applying Software Defined Network principles to constraints
that have been built in, over time, into traditional Telecommunications networks.

We adopt a two stranded approach. The first strand evaluates the interaction between a
state of the art control plane and a converged network (Long reach PON) architecture,
through the application of a number of typical but important scenarios. The first strand
gathers data from physical testbeds that were constructed specifically for the experiments.
The second strand evaluates innovation in the Layer 2 data plane, made possible by the
application of SDN principles, again through the application of a number of typical
scenarios. The second strand relies on a mix of simulation, predominantly, and physical
experimentation.

To evaluate the effect of SDN on the converged network architecture, we construct a
number of testbeds involving substantial state-of-the-art components that create an end-to-
end telecommunications network. A number of testbeds are used that facilitate different
technological aspects of the network, as well as the skillsets of the centres involved. The
complexity of the testbeds and their integrations developed over time to reflect the
availability of components. The experiments that were execute involved the performance
and capability in the provisioning of high capacity bandwidth, as well as the speed of failover
of network paths across a wide area, that is both on the scale of a National Network as well
as a Continental Network. The experiments are executed a number of times, to understand
any underlying artefacts in the interaction between the control plane and the data plane.
The Protection use case exemplifies how path integrity in the Core and TDM-DWDM LR-
PON based Access Metro network of a Telecommunications network can be assured
through logical protection. The protection experiment demonstrated a dual-homed LR-PON
protection mechanism where backup OLTs are shared among PONSs in an N:1 scheme and
the service restoration is provided over an end-to-end Software Defined Network. The DWA
use case exemplifies how capacity constraints in one PON channel may be overcome by
re-allocating dynamically one or more end user ONUs to a different channel in order to
assure quality of service. This could also be used for the opportunistic provision of high
bandwidth services (on-demand video and big data transfers), to specific PON users on a
dynamic basic.

To evaluate the Data Plane architecture aspects, we propose and model a design for a flat
Telecommunications architecture that is theoretically more scalable and efficient when
compared to traditional architectures. This architecture is called FLATLANd (short for Flat

Layer Two Telecommunications Network). The proposed structure provides a number of
iv



benefits. Firstly, the architecture is strictly flat and conducts all traffic at a single layer — that
is layer 2 without the use of tunnelling, VPN nor labels. Secondly, the architecture is
inherently Open Access in that no one network nor service provider dominates over the
others, as is the case in traditional wholesale and retail models for broadband access
networks. Thirdly, the addressing is extremely scalable and granular, accommodating many
terminating nodes as well as service types. Rather than preserving legacy devices such as
B-RAS in their physical or virtual form, we re-architect the entire network from first principles.
We target in particular next generation optical broadband networks, and take into
consideration the convergence of access and metro networks, using the Long-Reach PON
(LR-PON) architecture.
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Chapter 1. Introduction

Chapter 1 Introduction

1.1 Background to the research

Telecommunications networks have been slow to adapt to meet the needs of high speed
ubiquitous communication services. Telecommunications networks were originally
commissioned in the first decades of the 20" century to provide POTS services (Plain Old
Telephone Service). They comprised of large copper based cable networks extending from
customer premises to local exchange buildings, where phone calls were switched through
a hierarchy of national and international network transmission lines until they connected
with their intended destination. Original switching equipment was mechanical and required
significant building accommodation close to population centres, making the operation and
ownership of the Telephony network and its assets significant responsibilities. In most
countries, there was only one Telephone company, which operated as part of the function
of the state, prohibiting other companies from providing telecommunications services.
Much of the architectural topology and network layers (Figure 1) has remained unchanged
for many years. Typically, there is an Access Network which provides geographical reach,
so all customers can have a network termination. The Access Network typically comprises
the copper cable in the ground, which is costly to maintain and replace. The Metro Network
concentrates traffic, so network traffic can be handled more efficiently. There can also be
capabilities in the Metro Network to switch or redirect traffic between customers located off
the same network portion. Typically, there might be a number of Metro Nodes in large
geographical regions, towns and cities. The Core Network is at the top of the
Telecommunications network hierarchy. It is here that there is the highest level of traffic

concentration and requirement for network resilience and redundancy.
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Figure 1 - Today’s FTTH telecommunications architecture

The adoption of new technologies such as Fibre Optics has been most pronounced in the
core network, since this is where there is most competition between incumbent (divested)
telecommunication providers such as BT, France Telecom, Eircom, and wholly commercial
companies such as Amazon, Google and Facebook. Unfortunately, migration to fibre optic
has been slower in the access because there is more regulation and less competition. With
less competition, there is less incentive for network operators to provide equivalent services
such as high speed broadband, to both urban and rural customers.

With the advent of rudimentary data services such as public packet data service, a
dedicated network was either built separately or over-laid on top of the existing telephony
infrastructure. The building of a separate network made services expensive and thus not
attractive to customers, while over-lay networks reinforced the existing sub-optimal
architecture and topology. Newer services such as broadband access, Internet and GSM
have been over-laid on existing telecommunications networks. Each service has required
its own network components and management system, typically from different vendors.
Different access and metro components, for telephone, broadband, IP (Internet Protocol)
and GSM , serving similar customer or service groupings are split geographically, leading
to inefficiencies. With each horizontal hop and with each vertical layer that data must transit
through requires processing, more energy and computational processing must be
expended, which in turn can cause performance artefacts such as latency, jitter and packet

loss.

Stimuli for legacy networks upgrades
There are three types of forces that stimulate the upgrade of legacy networks. These are

economic, policy and regulatory. In Europe, the main motivation for incumbent European
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Telco’s to invest in new technologies such as Fibre to the Home (FTTH) are Revenue
Attrition, User Demand for Higher Bandwidth, New Application Devices, Competition,
Political Will, Address High Cost Base, Future-proofing and Regulatory Relief [1]. In
particular, the type and volume of services that customers consume will change
considerably over next few years. In the course of 5 years from 2015 to 2020, the CISCO
VNI index [2] predicts that the total number of Internet users in the UK will increase 10% to
62 Million, with the average fixed broadband speed increasing from 24.7 Mbps to 51.3
Mbps, and the average WiFi speeds increasing from 17.4 Mbps to 35 Mbps. The nett result
is that the average combined Internet UK traffic will increase 2.9 fold from 5 Tbps in 2015
to 20 Tbps in 2020, with the Busy Hour traffic increasing 4.5 fold from 21 Tbps to 117 Thbps.
At a European level, the Digital Agenda for Europe (DAE) [3] defines the policy objectives
in relation to broadband infrastructure with which national government agencies such as
the Department of Communications in Ireland should comply. The key targets of the DAE
agenda are that all European citizens should have access to broadband internet with
speeds of at least 30MB/s by the year 2020 with 50% of users subscribing to broadband
with speeds of over 100MB/s. The short-term policy target was to have universal broadband
provision by 2013. In Ireland, the objective of the Communications Sector of the Department
of the Communications, Energy and Natural Resources is "to contribute to sustained macro-
economic growth and competitiveness and ensure that Ireland is best placed to avail of the
emerging opportunities provided by the information and knowledge society, by providing a
supportive legislative and regulatory environment and by developing a leading edge
research and development reputation in the information , communications and digital

technologies".

Technological Environment

Other communication systems, most notably the Internet have also faced issues related to
legacy technologies. This is surprising since the Internet is a much more recent and open
network than a traditional telecommunications network. Central to the issues facing the
Internet is the fact that the reach and importance of the Internet had grown exponentially in
the 1990’s and 2000’s. From a base level of 200 hosts in 1980, the Internet grew
substantially to 570 million hosts in 2008 [4]. Applications that are congestion-sensitive can
hog bandwidth resources needed by other applications, which made it unattractive for
companies to run commercial services over the internet. The poor returns for commercial
use of the Internet lead to under-investment in capacity [5]. A flaw in the Internet’s core
routing algorithm in 1989 caused the entire Internet to fail. The impact was a mere
inconvenience for the several thousand researchers who were the used the Internet then
for academic purposes. This is in contrast to the effect of the SQL slammer attack in 2003

which caused over a billion dollars in damages to business [6] including the outage of
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commercial airline flights reservation systems and thousands of Automatic Teller Machines
lasting for days.

These catastrophic events had been predicted [7] in advance of them happening. This is
because since its inception, the Internet has developed in an evolutionary and reactive
manner, likened, at times, to patch being applied upon patch to network protocols and
network. Physical components such as routers and switches which make up the core of the
Internet must comply with in excess of 5400 RFCs. An RFC (Request for Comment) is a
specification of a protocols or functionality, created by the Internet Engineering Task Force
(IETF) that is essential to the operation of the Internet. This has made routers, which are
critical to the functioning of the internet, bloated with functionality that is in many cases
redundant. Each device requires code exceeding 20 Million lines, switching logic spanning
500 million gates and over 10 GBytes of RAM. Paradoxically, the Internet, which was
initially designed to be open and free of regulation had itself become an impediment to
Innovation [8]. This barrier to innovation is evident where important enhancements such as
multicast, Mobile IP and Quality of Service sit on top of the IP layer [4] and have not been
fully embedded in the Internet architecture. Incorporation of this functionality would require
significant upgrades in the physical components such as routers and switches with a high
risk that existing functionality would break. Typically, functionality may be provided as a
patch by individual vendors to their equipment, which adds to the complex melange of
functionality that routers and switches have to currently support.

The approach to how the stakeholders of the Internet have addressed these problems is
different from how the operators of commercially run companies tackle the issues of legacy
Telecommunication networks. There were a number of initiatives to both document the
deficiencies of the current Internet and to define the architecture and functionality of the
future Internet [7]. Some protagonists advocated an incremental or evolutionary approach
so as to ensure compatibility with the current Internet. The NewArch [9] initiative advocated
a revolutionary approach that would explore the technical consequence of a combination of
top-down architectural reasoning and simulation and prototyping of a new architecture. This
would speed up innovation and thus prevent legacy issues from been carried forward into
the future Internet. In 2005, a panel of US academics instigated the NSF future Internet [10]
project. This was followed by the development of the GENI experimental facility [6] and the
NSF FIND programme [11]. NSF FIND was an important influence on Internet architecture
concepts worldwide —in Europe [12], in Japan on the JGN+ testbed which supports the
Japanese AKARI Next Generation Network [13], and in Korea on the KOREN2 experimental
network. The EU-FP7 CaON cluster of Future Network projects were heavily influenced by
the US NSF FIND/GENI initiatives.

Unfortunately, the GENI research plan was not universally admired [4]. Some elements in

the research community criticised it for being too broad in focus. Others said it lacked a
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classical scientific approach [14]. Stanford University were doubtful that a group of
Computer Scientists could ‘champion big ideas’ such as the re-architecting of the internet.
Instead, there could be better return on resource and effort through the embedding of
research in so-called “ClO type” organisations. A CIO (Chief Information Office) has
oversight of all technologies in an organisation, both network and IT. This would provide
focus for the application of research and thus yield the necessary efficiency and
effectiveness. While the GENI research network [6] proposed large infrastructure and a
structured/formal approach to innovation, the Openflow initiative instigated out of Stanford
University has gained significant community support.

Openflow is significant in that it has caught the imagination of both technology and
commercial entities in the Internet, so much so that it is the stimulus behind the Software
Defined Network initiatives. Openflow is a component (in terms of a protocol and a suite of
applications) that can be evaluated and deployed by the research institutions, given their
own network and resources. Openflow recognises that the transfer of IP packets is founded
on flow and forwarding tables to be found in all switches and routers. While the structure of
the flow tables may differ from vendor to vendor, the basic functionality is quite similar.
Openflow separates the control plane decision making process from the action of passing
IP. The control plane for all devices in a network can be aggregated and centralised where
there are sufficient resources for path, switch and routing computation. The functionality of
data plane components such as Switches and Routers can be simplified, and a common
Optical infrastructure can be partitioned to provide virtual test bed resources, equivalent to
those proposed by GENI [8]. Networks which are flatter and have fewer hops can be
created using Fibre optics and end to end networking protocols such as the Internet
Protocol. These protocols work at different levels in the Internet stack, and thus can work

together.

Software Defined Network paradigm should be as applicable to the Telecommunications
Industry as it is to the Internet Industry, with benefits to be applied at different levels in the

technology stack.
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1.2 Architectures for network convergence

Passive Optical Network architectures such as Long Reach PON (LR-PON) [15] make the
Access network entirely fibore based. The migration to fibre access changes the
characteristic of household Internet usage with households with fibre access consuming
considerably more Internet (up to 20% more or 608.5 GB in total) than those with traditional
copper access [2]. This removes legacy and redundant Optical-Electrical-Optical (OEO)
transitions but also concentrates geographical functionalities and interfaces (such as Layer
1 to Layer 2, Layer 2 to Layer 3) for efficiencies. The reduction in OEO transitions has the
benefit of reducing power consumption. The main drivers for power reduction research are
usually economical (reducing the energy cost), technical (reducing the associated heat
dissipation) and environmental (reducing the carbon footprint) reasons [16].

Figure 2 shows the Flat Core of the LR-PON architecture where the core switches are
partially or fully meshed. Metro-Core Nodes perform traffic aggregation closer to the
customers. Passive Optical Networks are composed of customer side ONU devices and
Metro Access OLT devices, between which the PON protocol runs. In protocols derived
from the GPON protocol, the upstream protocol is based on TDM (Time Division
Multiplexing), whilst in the upstream traffic is statistically multiplexed. Fairness of usage is
maintained using a Dynamic Bandwidth Algorithm (DBA). From a practical layer 2

perspective, the Ethernet protocol runs throughout the network.
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Chapter 1. Introduction

Remediating the broken fibre feeder is not easy and may take hours if not days. The impact
of failure is also high, not only because many users are affected, but the types of services
supported by the PONs may be of high value (i.e., can include backhauling and other
business services). The LR-PON feeder fibres are replacing part of the current network
that offers protection from failure and for this reason protection mechanisms become a
requirement in LR-PON. Fast protection is required in order to fulfil user requirements for
converged multi-service shared PON environment, particularly for enterprise and mobile
backhaul applications.

The DISCUS metro/core nodes are core edge nodes in a similar architectural position in the
network to what are often called metro-core nodes in classic telecommunication
architectures. The DISCUS Metro/Core node are the only nodes in the network covered by
a single optical island with traffic processing functions. The architecture of these nodes is
flexible enough so that different (IP, Ethernet and Optical) layers can evolve and if
necessary displace other layers minimising cost and energy consumption. The node
architecture consists of an optical switching layer, an Ethernet layer and an IP layer. The
optical switch provides flexible interconnect between theses layers and the optical channels
from the access and core networks. The large port-count optical switch allows maximum
flexibility as any incoming fibre can be terminated, after de-multiplexing, at any OLT (Optical
Line Termination), or can be re-amplified and sent back to another ONU or regenerated and
sent over the optical core network. Since every access PON can carry a large number of
wavelengths, potentially 80 or more in the medium to long term, the optical switch must be
highly scalable, while offering a very low optical loss (less than 2-3dB). The Optical Switch
should have large switch matrices and a potentially be 3-stage switches capable of scaling
to over 12000 ports.
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Figure 3 - DISCUS metro/core node architecture
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The main approach to increasing availability of the LR-PON service is through redundancy
of the feeder fibre and dual homing, which adds costs to the network and must be recouped
through higher service charges. In addition, protection times may be reduced significantly
by using 1+1 protection mechanisms, such as hardware optical monitoring, in the LR-PON.
The downside of 1+1 protection is that downstream traffic must be replicated through both
primary and secondary OLTs, so additional network ports, fibre and capacity are needed to
duplicate downstream traffic. These downsides may be ameliorated if N:1 or 1:1 protection
were possible in a granular, cost efficient and time responsive manner. The typical
mechanisms used to provide protection in the core are based on routing (OSPF) or label
switched paths (MPLS). Open shortest path first (OSPF), in which packets are routed
through the shortest path, takes more than a second to recover. Recovery times of this
order are not acceptable in many networks where target switch over time of 50 milliseconds
are common for leased line traffic or 100 milliseconds for realistic internet scenarios [17].
Multiprotocol label switching (MPLS) provides fast rerouting by a protection mechanism that
uses an alternative Label Switched Path (LSP) to reroute packets from a protection point to
another node or to the destination. This mechanism has to be provided locally at each switch
[18]. In the access network however, protection mechanisms have not been developed as
much as in the metro and core. In 2008 an experiment was carried out using commercial
GPON hardware and the restoration time was found to be in the order of 30 seconds [19].
The authors believed this could be reduced to approximately 500 milliseconds if they could
optimise the switching, ranging and registration mechanisms of the GPON system. The
same operator published in 2013 an updated protection mechanism using VLAN switching
with an automated restoration solution, achieving protection times in the order of 4.5 s and
with maximum values of 9.5 s. [20] . Fast PON protection also allows the implementation of
protection load balancing schemes, such as those introduced in [21] which allow reducing
substantially cost of both IP and PON backup resources by increasing the ability to share

protection equipment across the network [17].

1.3 Flat Layer 2 Networks

Figure 4 exemplifies the complexity of providing Broadband service to a residential
customer by a wholesale network operator through layered communications stacks.
Typically, a Point-to-Point-over-Ethernet (PPPoE) tunnel extends from a B-RAS
(Broadband Remote Access Service) through to a Residential Gateway located in the
customer’s premises. Network designers typically use tunnels and VPNs to extend the

reach of services such as PPPoE.
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Figure 4 - State of the Art FTTH telecommunications

Here, an MPLS router tags the PPPoE tunnel with a Pseudo-Wire (PW) identifier and a
Label-Switched Path (LSP) label. The PW is used to identify the path up to the Optical Line
Terminal (OLT). For each OLT different PWs identify different SPs and within an SP different
service types (Video-on-Demand and VOIP).After the OLT, towards the Optical Network
Unit (ONU), a VLAN tag, together with the MAC address, is used by the ONU to direct traffic
through a pre-determined Traffic-Container (T-CONT) and GPON Encapsulation Method
(GEM) port. In the case of PPPoE, there are significant Virtual B-RAS load and capacity
constraints. Tests done by BT (for example) [5] showed a maximum limit of 9,000 PPPoE
sessions per virtual B-RAS (Broadband Remote Access Server). There are multiple manual
configuration actions to set up new services and customers, largely due to the lack of
integration between the management systems of the technology each layer and stack that
underlies the service.

Excessive tunnelling and encapsulation for the transit of large connection volumes has
significant downside such as restrictive network partitioning, slow reconfiguration times, and
suboptimal dissociation between network platform and services. Each network layer and
hop that is traversed has the potential to introduce artefacts such as jitter, Bufferbloat and
cross-layer authentication requirements. Bufferbloat happens when excessively large
(bloated) buffers are designed into network communication systems [22]. Systems suffering
from Bufferbloat have bad latency under load under some or all circumstances, depending
on if and where the bottleneck in the communication's path exists. Bufferbloat encourages
network congestion; it destroys congestion avoidance in transport protocols such as HTTP,
TCP and BitTorrent. Network congestion-avoidance algorithms depend on timely packet
drop. Unfortunately, bloated buffers invalidate this design presumption.

The original intent of the Internet was to transmit IP datagrams over transmission links which
were both unreliable and had limited by capacity. Intermediate IP routers would have to be

9



Flat Layer 2 Networks

operationally autonomous. The TCP protocol was developed to cater for session properties
such as statefulness, error control and congestion management [23]. Unfortunately, the
underlying characteristics that made the Internet robust, have also been the ones that have
made the Internet rigid [24] - Internet protocols such as IP, UDP and TCP do not have
native support for Voice and Video Quality of Service (QoS); TCP flow control is inefficient
because it is based on a slow-start mechanism; routing between large domains is
cumbersome and unreliable; large-scale networks are difficult to manage.

We introduce the FLATLANAd architecture [25] which uses an efficient hierarchy of low
latency layer-2 switches and distributed Openflow tables (across ONU/OLT, electrical and
optical switches in a LR-PON topology). In the FLATLANA architecture we apply the same
concept to telecommunications networks. Any network that uses Ethernet as a layer-2
protocol can benefit from the FLATLANA architecture. From a practical layer 2 perspective,
the Ethernet protocol runs throughout the network. A translation is performed between the
real (physical) address of the end device and the internal structured (pseudo) addressing
used within the network. In the case of LR-PON, this translation is performed at the ONU
GEM port. The mechanism partitions the internal 48-bit address space of an Ethernet layer
into a number of arbitrary subfields, each routed to a different part of the network.

Layer-2 Ethernet addresses of network devices and terminations are assigned during
manufacturing and thus uncorrelated to their location and other devices in their vicinity. This
restricts their use in switched LAN and WAN segments, due to the impossibility to create
any kind of hierarchical structure in the addressing scheme and forwarding tables. Through
the use of pseudo-MAC addressing, the FLATLANA architecture (Figure 5) overcomes such
limitation by creating a structured Ethernet addressing domain that spans the entire network
between the network terminations at the customer premise and the datacentre thus
empowering wide area SDN at layer-2.

The FLATLANA architecture (Figure 5) creates a structured Ethernet addressing domain
that spans the entire network between the network terminations at the customer premise
and the Data Center thus empowering wide area SDN at layer-2. From a practical layer 2
perspective, the Ethernet protocol runs throughout the network. Layer-2 Ethernet
addresses of network devices and terminations are assigned during manufacturing and thus
uncorrelated to their location and other devices in their vicinity. This restricts their use in
switched LAN and WAN segments, due to the impossibility to create any kind of hierarchical

structure in the addressing scheme and forwarding tables.
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Figure 5 - FLATLANd FTTH architecture-level diagram

1.4 Overview of methodology

To conduct the research in a robust manner, we apply Leedy and Omrod’s key principles

for conducting research projects [26]. They are as follows.

Research should originate with a question or problem.

Software Defined Networking is having significant benefits for networking systems that
underpin the Internet and Data Centres. Is the SDN paradigm of separating data and control
planes applicable to the traditional Telecommunications Industry without oversimplification

caused by the removal of hidden but important components?

Research requires clear articulation of a goal.
We evaluate the impacts of applying Software Defined Network principles to constraints

that have been built in, over time, into traditional Telecommunications networks.

Research requires the collection and interpretation of data in an attempt to resolve
the problem that initiated the research.

We adopt a two stranded approach [27, 28]. The first strand evaluates the interaction
between a state of the art control plane and a start of the art Passive Optical Network,
through the application of a number of typical but important scenarios. The second strand
evaluates innovation in the Layer 2 data plane, made possible by the application of SDN
principles, again through the application of a number of typical scenarios. The first strand

adopt an approach similar to Action Research where data is gathered from physical
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testbeds that were constructed specifically for the experiments. Action Research follows a
closed cycle iterating through the steps Action Planning, Action Taking, Evaluation, Specific
Learning, Diagnosing [29]. The second strand adopts an approach of Concept
Implementation and Protocol Analysis and Simulation [30], in that we rely on a mix of

simulation and experimentation.

Research requires a specific plan for proceeding.

We construct a number of testbeds involving substantial state-of-the-art components that
create an end-to-end telecommunications network. A number of testbeds are used that
facilitate different technological aspects of the network, as well as the skillsets of the centres
involved. The complexity of the testbeds and their integrations developed over time to reflect
the availability of components. The experiments that were execute involved the
performance and capability in the provisioning of high capacity bandwidth, as well as the
speed of failover of network paths across a wide area, that is both on the scale of a National
Network as well as a Continental Network. The experiments are executed a number of
times, to understand any underlying artefacts in the interaction between the control plane
and the data plane. The Protection use case exemplifies how path integrity in the Core and
TDM-DWDM (Dense Wavelength Division Multiplexing) LR-PON based Access Metro
network of a Telecommunications network can be assured through logical protection. The
protection experiment demonstrated a dual-homed LR-PON protection mechanism where
backup OLTs are shared among PONs in an N:1 scheme and the service restoration is
provided over an end-to-end Software Defined Network. The DWA (Dynamic Wavelength
Assignment) use case exemplifies how capacity constraints in one PON channel may be
overcome by re-allocating dynamically one or more end user ONUs to a different channel
in order to assure quality of service. This could also be used for the opportunistic provision
of high bandwidth services (on-demand video and big data transfers), to specific PON users
on a dynamic basic.

To evaluate the Data Plane architecture aspects, we propose and model a design for a flat
Telecommunications architecture that is theoretically more scalable and efficient when
compared to traditional architectures. This architecture is called FLATLANd (acronym for
Flat Layer Two Telecommunications Network). The proposed structure provides a number
of benefits. Firstly, the architecture is strictly flat and conducts all traffic at a single layer —
that is layer 2 without the use of tunnelling, VPN nor labels. Secondly, the architecture is
inherently Open Access in that no one network nor service provider dominates over the
others, as is the case in traditional wholesale and retail models for broadband access
networks. Thirdly, the addressing is extremely scalable and granular, accommodating many
terminating nodes as well as service types. Rather than preserving legacy devices such as

B-RAS in their physical or virtual form, we re-architect the entire network from first principles.
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We target in particular next generation optical broadband networks, and take into
consideration the convergence of access and metro networks, using the Long-Reach PON
(LR-PON) architecture.

Research is, by its nature, cyclical or more exactly helical.

Particularly with respect to the evaluation of the interaction between a state of the art control
plane and a start of the art Passive Optical Network. For the protection experiment, we
execute a number of iterations of the experiments that a 1+1, through 1:1 to N:1 protection
scenarios. The protection experiments also evolve to include more physical layer
components as they became available, and also encompassed different complexities of
core network such as transcontinental core networks and national networks. The dynamic
wavelength assignments also evolved from experiments on stand-alone testbeds to more

complicated experiments across multiple geographically spread testbeds.

Research is guided by the specific problem, question or hypothesis.

The hypothesis is the application of Software Defined Networking principles with
technological developments can encourage innovation, new services and approaches to
old problems and bottlenecks in Telecommunications network architectures that have

become stagnated,

1.5 Key Contributions

There are three key contributions within this work.

The First contribution is the development of the control plane mechanism for a metro-access
network and its implementation and tests for experiments involving path protection and
Dynamic capacity assignment (both in time and wavelength domains). This involved:
e development of SDN network control and network orchestration facilities
o development of message based event plane
o development of interfaces with devices such as OLT, ONU, EDFA, Optical Switches
through an Openflow Agent so they could participate in the SDN framework
¢ development of timing and measurement experimentation tools
e optimisation of Openflow controllers for use in real-time protection experiments
e integration between testbeds including physical layer PON, GEANT testbed,
IDEALIST testbed

e Execution of experiments for both path protection and dynamic capacity assignment.

The Second contribution is the introduction of the FLATLANd (Flat Layer Two

Telecommunications Network) architectural concept which exploits Software Defined
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Networking concepts to provide an alternative Telecommunications architecture. The most
significant contributions within the design are:
e the principle of mapping from pseudo to real MAC addresses, enabling layer 2
routing across a wide area
e the use of Openflow switches and controllers to mimic network functions such as
ARP, DNS and DHCP
o the development of architectural patterns for Network Function Virtualisation, Open

Access, Traffic regulation and Path Protection

The Third contribution is that the NSIM network simulator which was developed to compare
the performance of classic and FLATLANA architecture models. It has support for standard
network protocols such as Ethernet, IP, TCP and UDP but also fractional layer protocols
such as PPP, MPLS, Dot1Q, PPPoE. It has support for network characteristics such as
buffering and latency. It supports Drop-Tail and Controlled Delay (CoDel) queuing
disciplines. This allowed us to demonstrate hypothetical collapsed protocol stacks such as
TCPoE and UDPoE.

1.6 Dissertation Outline

We structure the thesis into a review of the State of the Art for the application of SDN to
Telecommunications networks. This is followed by chapter each that deals with major
contribution of the thesis.

The review of the State of the Art was completed and maintained through a number of
revisions until closure of the research. State of the Art informs precedents, constraints and
developments related to technology and approaches.

The State of the Art has two main strands. The first strand evaluates the interaction between
a state of the art control plane and a state of the art Passive Optical Network, through the
application of a number of typical but important scenarios. The candidate scenarios are the
protection scenario and the Dynamic Wavelength Assignment. Because the components
we are working with are purpose built, there is a high level of flexibility around how to
interface with them. This allows use to investigate interaction with a novel SDN control plane
which we build.

We review candidate options for SDN frameworks. While Openflow is a dominant theme in
the control of layer 2 (Ethernet) and layer 3 (IP) devices such as switches and routers, it is
not apparent how relevant it is to physical and optical devices. Prior to Openflow, there has
been precedence in the dividing data plane from control plane in optical networks. For the
experimentation, we gather data from physical testbeds that were constructed specifically

for the experiments. Firstly, we look at the performance of a protection scheme for a
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flattened optical access, metro and core network. We see that a network failure such as a
fibre break in the access network can be detected in a number of milliseconds, with the
event being transmitted to an SDN control plane for corrective decision and action to be
taken. This complexity of this use case evolves from a 1:1 protection regime in the access
metro with diverse paths in the core through a N:1 protection regime with diverse paths in
the core built on the GEANT European Research Testbed, to an N:1 protection regime on
a TDM-DWDM PON physical layer in the Access network with an emulated national core.
Secondly, we look at the implementation of a bandwidth on demand scheme through
Dynamic Wavelength Assignment. A request for dedicated bandwidth, equivalent to an
entire wavelength can be accommodated by an SDN control plane, incorporating a Network
Orchestrator and multiple Network Controllers. The complexity of this use case was
developed in two ways. We conduct the experiment with a TDM-DWDM PON physical layer
in the Access network with an emulated national core. Secondly, we integrate our Metro
Access network with the EU-FP7 IDEALIST core. This requires integration between our
network controller and the IDEALIST ABNO orchestrator. The DWA use case exemplifies
how capacity constraints in one PON channel may be overcome by re-allocating
dynamically one or more end user ONUs to a different channel in order to assure quality of
service. This could also be used for the opportunistic provision of high bandwidth services
(on-demand video and big data transfers), to specific PON users on a dynamic basic. The
use case in both case involves provisioning end-to-end dedicated bandwidth between a
Video Server and a Video client. The Protection use case exemplifies how path integrity in
the Core and TDM-DWDM LR-PON based Access Metro network of a Telecommunications
network can be assured through logical protection. The protection experiment demonstrated
a dual-homed LR-PON protection mechanism where backup OLTs are shared among
PONs in an N:1 scheme [and the service restoration is provided over an end-to-end
Software Defined Network.

The second strand evaluates innovation in the Layer 2 data plane, made possible by the
application of SDN principles, again through the application of a number of typical
scenarios. The second strand relies on a mix of simulation, predominantly, and physical
experimentation.

We propose and model a design for a flat Telecommunications architecture that is scalable,
efficient and economic, when compared to traditional architectures. The proposed
Addressing structure provides a number of benefits. Firstly, the architecture is strictly flat
and conducts all traffic at a single layer — that is layer 2 without the use of tunnelling, VPN
nor labels. Secondly, the architecture is inherently Open Access [31] in that no one network
nor service provider dominates over the others, as is the case in traditional wholesale and
retail models for broadband access networks. Thirdly, the addressing is extremely scalable

(at 2”48 or 281 ftrillion addresses) and granular, accommodating many terminating nodes
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as well as service types. We look at the FLATLANA data plane performance, and the critical
functions required from the constituent data nodes. We look at the state of the art of network
node design, and understand the issues that are created when large volumes of traffic need
to be switched at high speed. We look at the structure of a network node, the discrete
functions which must be performed on packetised traffic. Depending on the level of flow
processing that needs to be performed, the network node may experience constraints, due
to fixed nature of the node architecture. At large traffic volumes, it is common for a network
node to experience congestion which gives rise to artefacts such as Jitter, packet loss and
latency. An anomalous behaviour can crop up where ingress buffers build up quickly on
network nodes with large buffers, but do not dissipate normally. This behaviour is called
BufferBloat.

The two strands are brought together in the section on conclusions and recommendations.

1.7 Publications arising from this work
The following is a list of papers to which | have contributed, which have been published or
accepted for publication.
1. IEEE ICTON 2014 - An SDN-Driven Approach to a Flat Layer-2
Telecommunications network. Frank Slyne, Marco Ruffini
2. I[EEE/OSA ECOC 2014 - Design and experimental test of 1:1 End-to-End Protection
for LR-PON using an SDN multi-tier Control Plane. Frank Slyne, Nattapong
Kituswan, Séamas McGettrick, David B. Payne and Marco Ruffini
3. IEIEC COMEX Letter - A Europe-Wide Demonstration of Fast Network Restoration
with Openflow. Nattapong Kitsuwan, Frank Slyne, Seamas McGettrick,David B.
Payne, and Marco Ruffini
4. |IEEE/OSA Journal of Optical Communications and Networking. VOL. 3, NO.
2/FEBRUARY 2014 An Independent Transient Plane Design for Protection in
Openflow-based Networks. Nattapong Kitsuwan, Seamas McGettrick, Frank Slyne,
David B. Payne, and Marco Ruffini
5. IEEE 16th International Telecommunications Network Strategy and Planning
Symposium. A Transparent Openflow-based Oracle for Locality-Aware Content
Distribution. Emanuele Di Pascale, Frank Slyne, Marco Ruffini.
6. IEEE/OSA OFC 2015. Experimental End-to-End Demonstration of Shared N:1 Dual
Homed Protection in Long Reach PON and SDN-Controlled Core. S. McGettrick F.
Slyne, N. Kitsuwan, D.B. Payne, M. Ruffini.
7. IEEE/OSA OFC 2016, postdeadline paper. Demonstration of SDN Enabled
Dynamically Reconfigurable High Capacity Optical Access for Converged Services.

Giuseppe Talli, Stefano Porto, Daniel Carey, Nicola Brandonisio, Alan Naughton,
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10.

11.

12.

Peter Ossieur, Frank Slyne, Seamas McGettrick, Christian Blum, Marco Ruffini,
David Payne, Rene Bonk, Thomas Pfeiffer, Nick Parsons, Paul Townsend.
[Invited] Elsevier Optical Fibre Technology special issue on Next Generation
Access, Vol. 26, part A, December 201. Software Defined Networking for Next
Generation Converged Metro-Access Networks. M. Ruffini, F. Slyne, C. Bluemm, N.
Kitsuwan, S. McGettrick.

IEEE ONDM 2016. End-to-end Service Orchestration From Access to Backbone. J.
M. Gran Josa, F. Slyne, V. Lopez, M. Ruffini.

IEEE ONDM 2016, best student paper award. FLATLANd: A Novel SDN-Based
Telecoms Network Architecture Enabling NFV and Metro-Access Convergence.
Frank Slyne, Marco Ruffini

IEEE/OSA Journal of Lightwave technology, vol. 34, No. 18, September 2016.
Experimental End-to-End Demonstration of Shared N:M Dual Homed Protection in
SDN-controlled Long Reach PON and Pan-European Core. Seamas McGettrick,
Frank Slyne, Nattapong Kitsuwan,David B. Payne, and Marco Ruffini

IEEE/OSA Journal of Lightwave technology, in press. SDN Enabled Dynamically
Reconfigurable High Capacity Optical Access Architecture for Converged Services.
G. Talli, E. Slyne, S. Porto, D. Carey, N. Brandonisio, A. Naughton, P. Ossieur, S.
McGettrick, C. Blumm, M. Ruffini, D. Payne, R. Bonk, T. Pfeiffer, N. Parsons, P.

Townsend

The following is a list of papers to which | have contributed, which have been submitted for

publication.

1.

[Invited] IEEE/OSA Journal of Optical Communications and Networking. End-to-end
Service Orchestration From Access to Backbone. V. Lopez, J. M. Gran Josa, V.

Uceda, F. Slyne, M. Ruffini, R. Vilalta, A. Mayoral, R. Mufioz, R. Casellas, R.

Martinez
2. [Invited] IEEE/OSA Journal of Optical Communications and Networking.
FLATLANGd: A Novel SDN-Based Telecoms Network Architecture Enabling NFV and
Metro-Access Convergence. Frank Slyne, Marco Ruffini.
Demonstrations
1. Work contained in this document related to Fast Protection (section 5.3 ) was

demonstrated at ECOC 2015 which was held in Valencia 27" — 30" September
2015.
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2. Work contained in this document related to Fast Protection (section 5.3 ) and
Dynamic Wavelength Assignment (section 6.1 ) was demonstrated at the EU-FP7
DISCUS plenary meeting held in the Tyndall Institute, Cork. 8"-10"" December 2015.

The following is a list of Invention Disclosures to which | have contributed.

1. Invention Disclosure P11512GB at UK IPO. (The official filing details assigned to
this UK Application are 1412069.5.). Metro-Core Network Layer and System.
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Chapter 2 State of the Art

21 Software Defined Networks

The Open Network Foundation [32] defines Software Defined Network as a network
“architecture [that] decouples the network control and forwarding functions enabling the
network control to become directly programmable and the underlying infrastructure to be
abstracted for applications and network services.” Traditional telecommunications networks
are characterised by very long provisioning times and lack of flexibility in network bandwidth
[33]. There are multiple manual configuration actions to set up new services and customers,
largely due to the lack of integration between the management systems of the technology
stacks that support the service. Legacy network architectures are embedded in the control
plane with the data plane in network devices, while Software Defined Networks have the
advantages of being “dynamic, manageable, cost-effective, and adaptable, making it ideal
for the high-bandwidth, dynamic nature of today's applications.” SDN separates control
plane routing decisions, user plane forwarding engines and processing of individual flows.
SDN enables Virtualisation thereby overcoming issues associated with multilayer and
network segmentation thereby optimising infrastructure resource utilisation [34]. The impact
of SDN on Telecommunications networks is forecast to have real tangible effects with AT&T
implementing SDN in its core Telecommunications Network at 4500 Central Offices (CO’s)
as part of its Domain 2.0 programme. AT&T predicts a reduction of $95 to $85 per annum
in service delivery cost per customer.

The concept of Software Defined Network (SDN) appears in different categories of networks
ranging from carrier networks, data centres and central office networks through to home
and wireless networks. Also, SDN is relevant to physical, link, network and transport layers
of the OSI and TCP/IP stacks, both individually but also in an amalgamation. The impetus
behind SDN is Openflow [35] which aims at replacing, or at least extending, current network
equipment by a new type of "dumb switches” where the decision making is entirely assumed
by Controller(s), giving the switches only a basic set of instructions: (a) Forward the packet,
(b) Drop the packet, (c) Send the packet to Controller (after encapsulation) and (d) Overwrite
part of the packet header. Openflow switches only need to look at their Flow Table(s) which
contains the action(s) associated to a flow. To identify a flow, a switch can rely on a function
which can match various fields in the frame (inbound port, VLAN ID, data layer or network
address, transport protocol header, etc.). To register to a Controller, an Openflow switch
goes through a procedure called a Handshake. During this exchange of messages, the two
parties gather information about one another, such as the Data-path ID to uniquely identify
the switch, the maximum capacity of the buffer and how many bytes of a packet to send to
the Controller in case of an unknown flow. Once the switch is registered, it relies on the

Controller to handle the management of the flows. When an inbound packet arrives, the
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switch goes through its Flow Table(s) to try and match the different headers of the packet
to an action. If one is matched, it carries the corresponding action. If not it sends the packet
(or part of it depending on the configuration) to the Controller with a PACKET IN message.
The Controller then replies back the final decision about the packet, whether it is to forward
it with a PACKET OUT message or drop it entirely. It possibly writes an action in the switch’s

Flow Table with a FLOW MOD message in case another packet from the same flow comes

up.

2.1.1 SDN at Layer 2 and Layer 3

While the Openflow protocols are synonymous with SDN for the configuration and
management of flows at the data plane layer, it is one of a number of protocols that abstract
the control plane from the data plane of network devices. The concept of the separation of
control and data planes had been in existence for a number of years prior to Openflow
catching the attention of first the research community, followed by switch manufacturers
and software providers.

Rexford, Caesar, Feamster and Caldwell [36] first presented a Routing Control Platform
(RCP) in which Border Gateway Protocol (BGP) inter- domain routing is replaced by
centralised routing control to reduce complexity of fully distributed path computation. In the
same year, IETF released the Forwarding and Control Element Separation (ForCES)
framework, which separates control and packet forwarding elements in a ForCES Network.
A ForCES Network Element (NE) consists of multiple Forwarding Elements (FEs) and
multiple Control Elements (CEs). In 2007, Casado, Freedman, Pettit, Luo, McKeown and
Shenker [37] presented Ethane, where simple flow-based Ethernet switches are
supplemented with a centralised controller to manage admittance and routing of flows.
The Openflow Switch Consortium released the Openflow reference implementation (version
0.1.0) in 2007. In 2009, Openflow version 1.0 added multiple queues per output port for
minimum bandwidth guarantees. In 2011, Openflow version 1.1 added multiple tables
pipeline processing, VLAN’s and rudimentary support for MPLS. In 2012, after stewardship
for Openflow moved to the Open Network Foundation (ONF), Openflow version 1.2 was
released and provided support for Flexible Matching and Rewrite, Multiple Controllers and
IPv6. Openflow version 1.3 provided support for PBB tunnelling, Per-flow bandwidth
tracking, traffic measurement and event filtering. The OF-Config 1.1 protocol was enhanced
to allow configuration and management of Openflow switches and controllers. Openflow
version 1.4 [38], released in 2014, supports Optical port parameters and Command
Bundling. Command Bundling allows group of commands to be committed or rolled back
in the event of success or failure of a given criteria. Openflow version 1.5 supports Layer 4
to Layer 7 processing through deep header parsing and execution of complex actions.

There is support for a wider variant of Tunnels, as well as the stacking of tunnels. Prior to
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version 1.5, flows were treated as unidirectional and stateless. With version 1.5 flows can
be made persistent through the use of flow meta-data, as well as being paired as
bidirectional flows in upstream and downstream direction.

The ONF has created a number of working groups to advance SDN in different areas. The
Forwarding Abstraction Work Group is both standardising Openflow Switch hardware, but
also improving interoperability between switches and controllers, through the use of
Negotiable Datapath Modes (NDM) and Table Type Patterns (TTP). TTP describes a set of
flow tables and the valid operations to be supported by an OF switch. Although the syntax
and definition of TTPs is currently being defined, it is supported in rudimentary form in OF-
Config v1.2. This allows some negotiation of the supported TTP at switch initialisation. The
Optical Transport Working Group is looking at ROADM configuration in photonic enterprise
networks and Network virtualisation for multi-layer networks and packet-optical integration.
The Wireless and Mobile Working Group is responsible for proposing Openflow support and
extensions for wireless transport, Mobile Packet Core and Mobile packet tunnels (for
example GTP — GPRS Tunnelling Protocol).

Switch configuration may be performed through provisioning directly to the OVSDB
database associated with each switch under the control of a controller, or through the
Netconf based OF-CONFIG. OF-Config initiates the control channel, configures bridges,
ports, meters and other facilities on a switch and (in version 1.5) negotiates the use of a
particular NDM Network Device model, between the controller and the switch. OF-Config
provides limited support for tunnels (such as IP-in-GRE and VXLAN). In future, because it
is based on Netconf, OF-Config will support Yang based service model definition.
Participation in a virtual machine / datacentre orchestrated network is catered for through a
north-bound interface to Openstack Neutron. OpenStack Neutron is an SDN networking
project focused on delivering networking-as-a-service (NaaS) in virtual compute

environments.

2.1.2 SDN at Layer 1 and Layer 2

In 2006, the Path Computation Element (PCE) architecture was presented to compute label
switched paths separately from actual packet forwarding in MPLS and GMPLS networks
[39]. PCE and PCEP provide a mechanism for calculation and control and re-optimisation
of MPLS Traffic Engineering tunnels (MPLS-TE). PCE is applicable to MPLS routers and
GMPLS capable optical elements. Path Computation is the process of calculating route
through a network that should be taken by an MPLS or GMPLS traffic engineered tunnel of
a defined size, delay and jitter in order to meet the requirements of the bandwidth
reservation that it is supporting. The path computation element is a computing function
within the network that the MPLS Label Edge Route has elected to delegate this calculation
to. The PCEP is the protocol that is run between the MPLS Label Edge Router (LER), known
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as the Path Computation Client (PCC) and the PCE. This protocol supports the signalling
of the path characteristics from the PCC to the PCE. To calculate the path, the PCE utilises
the knowledge of the availability in the network based on its view of the Traffic Engineering
Database (TED). The TED contains the set of all of the links within the MPLS domain, their
characteristics and their available bandwidth. Elements of the PCEP protocol includes
establishment of session between PCC and PCE, request for path computation, generation
of keep-alive messages and definition of performance targets for resources and constraints.
Ordinarily, the PCE is stateless, and plays no active part in the overall management of
resources and bandwidth in the network. The IETF has defined a number of enhancements
to the PCE architecture that permits a PCE to request that a PCC initiate an Label Switched
Path (LSP), as well as an enhancement to ETSI's Resource Admission Control Subsystem
(RACS) [40]. This allows application driven reservation of resources in the network and
turns the PCE into a component of a fully-fledged bandwidth management implementation.
The PCC still remains in control of the LSP and updates requests that violate the local policy
held at the PCC may result in the PCE request being rejected. Because PCE has been
specified to support both MPLS and GMPLS functions, this capability can be used by
applications wishing to optimise the mapping of MPLS bearers to the optical layer. Velasco,
Castro, King, Gerstal, Casellas and Lopez [41] demonstrated a PCE based optimisation
tool that was used to prevent spectrum fragmentation in optical networks that support
variable sized frequency slots. This was achieved by allowing a controller to adjust the
allocation of light paths within the optical spectrum to group smaller light paths and free up
larger contiguous blocks of spectrum. A stateful PCE facilitates a number of use cases such
as Optimisation of network resources across optical and packet, re-optimisation, re-
establishment and prioritisation of reservations after disruption, handling on-demand
bandwidth requests from a bandwidth management function.

The Interface to Routing System (12RS) provides access for external systems to the routing
and topology information about a Layer 3 network[42]. It is also possible for external
systems to modify the routing in the network. As such, it may act as an alternative to
Openflow for conventional IP/MPLS carrier Networks. The objectives of I2RS are to be able
to read from or write to the Routing Information Base (RIB), the provision of monitoring and
control of BGP including policy enforcement, the control of routing in the network for given
flows as well as the ability to extract topological information from a network. I2RS provides
NetConf and RestConf (a restful version of NetConf) interfaces, over which Yang Service
models may be defined [43].

Current MPLS based networks are characterised by thousands of Traffic Engineering LSP’s
and thousands of labels within the LDP (Label Distribution Protocol) database. Application
states are contained within the network with the result that both convergence and recovery

during a protection event can be slow. The IETF has drafted a standard for source routing
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of traffic based on labels in both an MPLS and IPv6 based network. The scheme is called
Segment Routing [44]. Each node in the network advertises labels to identify themselves
as IS-IS via the Interior Gateway Protocol (IGP). Instead of the route being determined at
each hop in the network, it can be specified as a sequence of labels that are applied at the
ingress of the network. The stack of labels applied at the ingress may either be a specific
sequence of next hops (to adjacent nodes) or a set of next segments (across multiple
nodes). This facilitates a strict route, a loose routing path or a mixture of both. In the case
of a loose routing scheme, this is equivalent to the use of Equal Cost Multi-path (ECMP)
routing.

Because node adjacency can be used as a service identifier, adjacency labels only have
meaning at a given node. This reduces the size of the LDP database and the number of TE
LSPs in the network. Chaining of services is facilitated, by directing traffic through a
predetermined set of functions (for example, firewalls). The Segment Routing scheme is
compatible with existing IP routing infrastructure including IGP, BGP and MPLS control
planes. Because RSVP-TE and LDP are not required in the operation of Segment Routing,
protection across most if not all topologies is guaranteed to be less than 50 milliseconds. In
the SDN paradigm, the Segment Routing scheme acts as a centrally co-ordinated control

plane, with the MPLS or the IPv6 network acting as the data plane.

2.1.3 Network Function Virtualisation (NFV) characteristics

ETSI promotes the standardisation for Fibre to the CAB (FTTcab), VDSL2 and G.Fast,.
Most recently, ETSI has looked at which traditional components may be virtualised [45].
These components include GPON OLT’s, ONU’s, DSL DSLAM and Broadband Remote
Access Servers (B-RAS) and home gateway devices. ETSI has a number of objectives in
promoting NFV. These include optimisation of cost, reduction in the power consumption of
remote devices, the relocation of complex functionality that is currently located in the field,
to the Head End, and the automation of provisioning of configuration and new services.
ETSI have defined a number of uses cases for NFV services. These use cases relate to the
provision of virtual CPE (vCPE), Fixed Access Network Function Virtualisation, virtual
Provider Edge (VPE) and virtual Basestation (vBS). The Virtual Network Functions (VNF)
forwarding graphs use case describes how services may be chained together. Service
chaining is also described by the Broadband Forum document SD-326. The Broadband
Forum has a number of working groups looking at SDN as part of Broadband (SD-313),
Access Networks (WT-358) and as an enabler for Flexible Service Chaining (SD-326) and
Network Function Virtualisation (WT-359) [46]. SD-313 is examining deployment scenarios
where only some of the network equipment would support SDN functionalities, as well as
possibility of supporting SDN capabilities by upgrading software only. EU FP7 project

SPARC has successfully demonstrated the synergies between Software Defined

23



Software Defined Networks

Networking and Network Function Virtualisation through the separation (and subsequent
concentration) of forwarding and processing elements found in traditional

telecommunications networks.

2.1.4 Frameworks for Software Defined Networks

A number of SDN frameworks have been created. These range from basic standalone
controllers such as Floodlight [47], POX and RYU, that manage individual switches through
to full architectures that administer entire data centres and telecommunications networks
and WAN’s. Generally, the standalone controllers are open-source, however, an exception
is Onix which is closed source. Onix [48] is notable because it can provide a global
architectural view of the switches under its control, and is also seen as an impetus for the
ONF ONOS architectural framework.

OpenContrail is a tactical SDN framework, which has been adopted by Juniper as a control
framework (Contrail) for its SDN compatible equipment [49]. Architecturally it is composed
of four subsystems. vRouters handle network slicing, traffic steering and MPLS or VXLAN
based overlay networks. The configuration subsystem manipulates the high-level service
data model into a form for consumption by the devices. The Controller component manages
and monitors network state. Lastly, the Analytic subsystem collects and collates data about
system performance. OpenContrail uses XML based IF-MAP (Interface to Metadata Access
Points) for model definition, which in time will be supplanted by YANG [43] based
configuration format.

OpenDayLight [50] is an Opensource SDN architectural framework, based on the Cisco
Extensible Network Controller (XNC), that is provided in three different guises or editions.
Firstly, there is the basic core Controller edition. Secondly, there is the Virtualisation edition
for Data Centres, which interworks with Openstack [51] and Virtual Tenant networks
(VTN’s). Thirdly, there is the Service provider edition with components for SDN in the WAN,
LISP service and Defense4All (D4A) for DDOS protection [50]. The Service Provider edition
has renderers for IETF’s NetConf configuration, BGP and PCEP [40]. The Topology
query for the purposes of discovery and host tracking and inventory management are
performed through a REST APIl. SDN models are defined using YANG based MD-SAL
(Model-Driven Service Abstraction Layer), where applications are defined as a data model
and the API's required to access them can be auto-generated as part of the integration
process. The OpenDayLight framework is made robust through the implementation of a
distributed data store and a fail-over arrangement for its primary and stand-by controllers.
The Application-Based Network Operations [52] is an SDN framework that is unique in that
it does not communicate using native Openflow to the data plane components [53]. Instead
the focus of ABNO is MPLS and GMPLS multi-domain networks with PCE as the controlling

agent and PCEP as the control protocol. ABNO also has a policy manager, an 12RS
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(Interface 2 Routing System) client, a Virtual Network Topology Manager (VNTM) for multi-

layer co-ordination and an Application-Layer Traffic Optimisation Server. Southbound
communication with components such as Openflow are achieved using a provisioning
manager. Statefulness is provided by an LSP-DB and TED database. ABNO has been used
in the IDEALIST project [54] to demonstrate the multi-domain and multilayer configuration
of commercial equipment (such as ADVA, Juniper nodes and OTN 400 Gbps channels) and
the validation of the PCEP extensions to support remote GMPLS LSP set-up.

ONOS [55] is specifically a network operating system for Service providers, driven and
supported by the ONF [56], which also maintains the Openflow standards [55]. ONOS is a
specific ONF project with resources allocated to it by services providers such as AT&T and
NTT, and research entities such as Internet2 and CREATE-NET. The objectives of the
ONOS project are to provide a SDN platform with carrier-grade performance and
availability. Overall, ONOS attempts to optimise Capex and Opex. The ONOS project has
outlined a number of use cases to demonstrate the carrier capability of the system. These
are an SDN IP Peering use case, a Network Function Virtualisation as a Service (NFVaaS)
use case and a use case demonstrating failover using IETF Segment Routing (Spring
Project). The NFVaaS use case demonstrates a virtual OLT (vOLT) solution for GPON.
ONOS does not rely solely on Openflow as its SDN control plane technology, as
demonstrated in the Segment Routing use case. The PCE [39] use case looks at the issue
of over-dimensioning of current Packet Optical cores so as to handle both network outages
and peak bursts. Usually Normal utilisation is kept at 30%, meaning a four to five fold
underutilisation of capacity. The ONOS PCE application is used to configure, orchestrate
and monitor the packet optical core to achieve much higher levels of utilisation without
compromising on redundancy. The ONOS architecture and use cases demonstrates that
there is accommodation for SDN protocols other than Openflow, particular for the
orchestration of lower layers, as well as the co-ordination of multiple domains.

SPARC [57] reviewed three alternatives to implementing its Split Architecture, IETF’s
ForCES framework [58], IETF's GMPLS/PCE and Openflow supported at the time by
Stanford University, but since then supported by the Open Network Foundation. AT&T are
one of the sponsor operators of the ONF’'s ONOS SDN framework.

GMPLS was discounted by the SPARC project because it is, in essence, an intra-control
plane signalling protocol, used for NNI (Network Network Interface) applications. GMPLS
does not specify the interaction between the data and the control planes. While PCE
recognises the decoupling of the data and control planes, the majority of control plane
functions are delegated to distinct network elements. The PCE architecture does facilitate
the concentration of control capability in a centralised system, however, with the PCEP
protocol running between the Path Computation Element (PCE) and the Path Computation
Client (PCC) [59] respectively.

25



Software Defined Networks

ForCES and Openflow were directly compared because they clearly defined the control
interface between the control and data planes. The strength of ForCES was that it was
already, by the time Openflow was being created, a mature framework that allowed different
technologies to be specified through the use of libraries. While Openflow was seen by
SPARC as being less flexible than ForCES, the overall architecture for Openflow was
simpler and provided a clearly defined nodal model. Openflow had more support than
ForCES from both industry and research communities so it was less likely to be dominated
by vendors or by theoretical academic interests. Openflow was selected by SPARC as the

basis for its Split Architecture.

2.1.5 SDN in Access Networks

EU FP7 project SPARC (Split Architecture) [60] was an early project to demonstrate both
SDN in the Access and Aggregation network as well as a prototype of Network Function
Virtualisation, through a Virtual Home Gateway [61] and a Virtual BRAS. [45] There are two
(so-called) splits in the SPARC architecture. Firstly, there is the split between the Control
and Data planes that allows the data and control planes to evolve separately from each
other. The data plane extends reach, connectivity and bandwidth, while the control plane
enhances service creation, control and delivery. Secondly, there is the split between the
forwarding and processing elements. In a traditional telco network, these functions are
distributed throughout the network, for example at DSLAMs and customer home gateways
with the result that these functions become isolated and degraded, though lack of
manageability and enhancement. The split in forwarding and processing elements, is
familiar in the concept Network Function Virtualisation, where simplified forwarding
components at the level of data plane are located in the field or remotely, with the
processing elements concentrated in either data centre or central office environments.
SPARC respects the separation between access/aggregation and backbone/core networks,
and leverages standard IP/MPLS control protocols such as OSPF, LDP, RSVP-TE and BGP
to provide the necessary glue between control domains.

Another EU-FP7 project OFELIA, though while not primarily looking at SDN in the access
network, demonstrated the evolving use of SDN and particularly Openflow in the Wide Area
Networks and the effect on traditional carrier networks [62]. OFELIA demonstrated Optical
Wavelength switching, Optical Flow Switching [63] and Multi-service technology control.
Associated projects such as EU-FP7 project ALIEN presented a generic model using
abstraction in the data plane to allow a wide range of access devices based on FPGA’s and
Network Processors to be controlled using Openflow.

An access network controller is associated with every metro/core node, where it controls
the optical switch, access switch, and OLTs/ONUs. The access controller sends abstracted

topological information about the resources available within its domain. Where access
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protection is required, the controller handles incoming failure messages from the OLT to
operate fast protection. Moreover, the access controller receives provisioning requests from
the orchestrator and reports the service setup status. Finally, the access controller should
be able to carry out path computation, because the network orchestrator can request a path
computation. To do so, the physical domain information have to be obtained from the
network elements and mapped in the abstracted view. Similarly, the provisioning of
abstracted services is map in real configurations. Therefore, the access controller maintains
information on bandwidth availability within the access switch and each OLT. Besides, it
configures the network elements (access switch, optical switch, OLT, ONU/ONT) depending

on its specific requirements.

2.2 Network Performance and Quality of Service

2.2.1 Causes of Poor Performance

TCP performance

TCP assumes that packet loss is caused by network congestion, and not by transmission
errors. In the earlier variants of TCP, congestion was signalled by dropping packets [64].
TCP also assumes that there is only a small amount of jitter so Round Trip Time (RTT) is
relatively constant. Any path alteration due to rerouting or switching needs to happen very
quickly.

In most recent versions of TCP, a host can transmit a sequence of packets called a window.
A new packet cannot be sent until a slot in the current window is available. Each TCP packet
that is send has an associated count-down timer. If by the time the time expires an
acknowledgment is not received, the sending host assumes that either the packet or its
acknowledgment have been lost or corrupted. The sending host retransmits the packet. The
purpose of Flow Control is to prevent flooding of a receiver’'s buffers. A sliding window is
the mechanism which is used. A sender can send more data than the window advertised
by the receiver, until the window is updated. A persist timer prevents TCP deadlock if the
window is not updated by the receiver. The TCP sender will recover from a potential
deadlock situation, when the persistence timer expires, by sending a small packet to the
receiver so that the receiver can respond by sending an acknowledgement containing the
new window size. Flow Control is similar in operation but contrasting in objectives to
Congestion Control which prevents a transmitter from pushing too much data on to a
network. With Congestion Control, a senders infers information about network conditions
from the acknowledgements or lack of them between the sender and receiver.

TCP transmit and congestion windows increase with the increase in latency along the TCP

path. With large windows, TCP can transmit a lot data with outstanding acknowledgments.
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If the TCP transmit window is 2 MB, TCP will push 2 MB of data at the full network interface
speed out to the network, so every device along the path experiences a high-speed burst
of packets. Any issues related to buffering or packet loss causes TCP to back-off. This
causes quite a marked decrease in throughput and performance. However, in low latency
networks, TCP windows are small in comparison. Any similar issues related to queuing and
packet loss are identified quickly, but also because the windows are smaller, the effect of
TCP recovery is negligible. For a high latency network with inadequate buffers, there is a
high chance of a buffer saturation due to large bursts of data. The TCP connection goes
through a continuous cycle of recovery and congestion avoidance, or worse, may be in a
continuous state of recovery with sub-optimal windowing and transmission rate. However,
for low latency networks, while there might be frequent packet loss due to buffer saturation,

identification and recovery is much quicker, so the effect is more negligible.

Buffer Congestion

A network node such as an Internet router or switch typically maintains a set of queues,
generally one per interface, that hold packets that are scheduled to go out on that interface.
The original queuing discipline was the Drop-tail discipline which enqueues the packet if the
queue is shorter than its maximum size (measured in packets or in bytes). Otherwise it is
dropped. A router buffers as many packets in a fixed length buffer. Any excess packets are
dropped. Whenever the network is congested then router buffers are constantly full. The
Drop Tail algorithm has a number of disadvantages. Firstly, some TCP flows, such as bursty
traffic that use only a small portion of the bandwidth, may hog buffer space. Secondly, the
Drop-tail algorithm on similar types of routers across the Internet can lead to TCP global
synchronization where all TCP connections in a network are held back and then released
through timeout, leading to the anomaly of the Thundering Herd. .

Random Early Detection (RED) is a congestion avoidance algorithm as well as an active
queue management algorithm which attempts to overcome global synchronisation by
dropping packets based on statistical probabilities[65]. Active queue management (AQM)
drops packets with a probability proportional to how full the queue is. Even if the buffer is
partially full, packets may be dropped, albeit with a small probability. As the buffer fills up,
the probability of enforced packet drop also increases, however there is no fixed threshold
at which packets are dropped. The more traffic a host transmits, the more likely it is that its
packets are dropped, as the probability of a host’s packet being dropped is proportional to
the amount of data it has in a queue.

Explicit Congestion Notification (ECN) is a IP extension that is an alternative to dropping
packets as a means of detecting congestion [66]. For it to work, it requires the co-operation
of routers along the IP path as well as the terminating points. When an ECN-aware router
detects impending congestion at its interfaces, it sets a flag in the header of transiting IP
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packets instead of dropping a. The receiver of the packet echoes the ECN flag back to the

sender, which should adjust it’s transmit rate downwards.

Bufferbloat

There are many locations in a TCP data path, where traffic may be buffered. These include
network devices such as core and edge router nodes, broadband Remote Access Servers,
customer premises equipment such as broadband routers and laptop network stacks as
well as hosts within data centres. Buffers are judiciously placed at ingress ports to help
absorb (without packet drops) any transient bursts of bandwidth that may occur on the traffic
links.
Logically, a buffer should be equal to the TCP congestion window which will vary with the
Round Trip Time (RTT) of a TCP connection [67]. Typical RTT between sites within the
same region is 20 milliseconds, between sites on the same continent is 100 milliseconds
and between different continents 200 milliseconds [68]. The guideline for the network
equipment manufacturers is to provide buffers large enough to accommodate at least 250
milliseconds worth of traffic passing through a device [69]. For example, the 1 Gbps
Ethernet interface on a router would require a buffer of 32 MB in size. If buffers are not
adequately large then TCP sessions with long Round Trip Time can experience excessive
packet loss and TCP bandwidth reduction [70].
The TCP congestion avoidance algorithms rely on either packet Round Trip Times or packet
drops to set the congestion window and the data throughput for a TCP connection. Where
packets are buffered rather than dropped, the congestion algorithms do not alter their
congestion windows appropriately. As a consequence packets which have been subjected
to long or variable buffering may arrive with either high latency or jitter.[71]. The problem of
continuously filled buffers which do not dissipate normally and function in a manner counter
to their original purpose, that is, to improve Quality of Service, is called BufferBloat [22].
Since it is quite common in the downstream network path for network elements to high-
bandwidth ingress links and low-bandwidth egress link, Bufferbloat problem is exacerbated
by traffic bursts on the high-bandwidth ingress links that can fill up the buffers without giving
them a chance to be drained by the low-bandwidth egress links [70]. For example, a buffer
which is 1Mbyte in size takes 2 seconds (1000Kbytes/(8bits per Byte / 4Mbps) to empty
through a 4 Mbps pipe.
This buffering effect affects UDP (that is non-TCP) applications as well, since application
which require different mixes of latency and bandwidth all share the same traffic links. The
effect is that Mpeg compressed video can suffer missed frame synchronisation, DNS
resolver requests may time out. Gettys, the original proponent of the BufferBloat concept
criticised equipment for including unnecessarily large buffers due to the availability of
inexpensive high density Dynamic RAM (DRAM) [22].
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2.2.2 Remediating Bufferbloat

Classical AQM algorithms based on RED try to identify Bufferbloat by gauging how full
buffers become. There are two problems with approaches based upon RED based AQM
algorithms [72] . Firstly, buffers may fill up for legitimate reasons other than through
Bufferbloat. Buffers may fill up due to short spurts of high volume traffic and then dissipate
normally. These are called Good Buffers. Secondly, such algorithms do not facilitate
remedial actions for TCP traffic streams buffered for long periods, as they do not
discriminate based on the age of data in the buffer.

CablelLabs evaluated a number of solutions that remediate the Bufferbloat issue[73]. They
looked at two Saturated Tail- Dropping approaches (Saturated Tail-Dropping Queues with
large buffer depths and Saturated Tail-Dropping Queues with short buffer depths optimised
with Buffer Control ECN, feature set to depths equal to the expected Bandwidth-Delay
Product) [74]. Both of these algorithms perform simple dropping of packets whenever
queues reach their maximum size, but they do not respond quickly to queue build-ups nor
can they be forced to drop a sufficient number of packets once queue saturation is reached.
As a result, Saturated Tail-Dropping systems cause BufferBloat for some latency-sensitive
packets. The SFQ-CoDel establishes different queues per service group packet flows,
which are identified as hash codes calculated from flow tuples. These hash codes direct
different packet flows into different queues, which are serviced in a round-robin fashion.
While performance is good, but performance suffers if there are hash collisions that causes
two separate flows into a single queue. It is for this reason, SFQ has been enhanced with
the CoDel algorithm which drops packets when performance may have degraded because
of the issue of hash-collisions.

Both CoDel [71] and PIE [75] try to pre-empt buffer saturation by either dropping packets
or throttling high-bandwidth flows. They do this well in advance of the Saturated Tail
algorithms. Similar to RED, PIE randomly drops a packet at the onset of the congestion,
however, congestion detection is based on the queueing latency (similar to CoDel) unlike
the queue length in conventional AQM schemes such as RED. PIE uses a combination of
latency moving trends and whether latency is increasing or decreasing to determine the true
levels congestion. The CoDel (Controlled Delay) scheduling algorithm determines if a queue
is good disciplined or bad based on the minimum age of packets in the queue. A good
queue is where the minimum age of a packet is less than 5 milliseconds. For this algorithm
to work, the timestamp of when the packet entered the queue must also be stored. When a
packet is dequeued with an age greater than 5 milliseconds for a given window, the
algorithm drops the packet. CoDel can infer buffer depths from the measured packet delays.
The advantages of the CoDel algorithm are that the monitoring and the action of the
algorithm require little processing overhead and require no additional configuration

parameters. No action is taken against packets within a Good disciplined queue. The
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disadvantage of CoDel is that it requires changes to data structures within the queuing
mechanisms of host and routing devices. The CoDel queuing discipline has been available
from Linux version 3.5 (2012).

The BDP (Bandwidth-Delay Product) is defined as the maximum amount of data that has
been transmitted but not yet acknowledged on network connection at any point in time. It is
calculated as a product of a data link's capacity measure in bits per second and its RTT
(round-trip delay time measured in seconds). A network with a large BDP value is called a
Long Fat Network. On a homogeneous network, the BDP would be equivalent to the product
of the transmission speed of the egress port on the network element multiplied by the RTT
currently being experienced by the TCP connection (with units of Bytes). Each elements
assumes that its own egress link bandwidth capacity is the highest transmission rate that
the TCP session will experience, and sets its buffer depth accordingly. However, this is an
incorrect assumption since links, port speeds and Round Trip Times are not homogeneous
along the path of the TCP connection. With one buffer size being defined for a single shared
buffer which caters for multiple flows, the buffer is typically not apportioned based on the
RTT of each flow [22].

2.3 QoS Frameworks

Besides specific events such as buffer saturation and Bufferbloat, network termination
devices require the ability to request and be given a particular Quality of Service. Examples
of Quality of Service parameters are that jitter, delay or packet loss are within give bounds.
QoS frameworks are typically categorised by how they deal with this complexity and
scalability as well as service differentiation. IntServ is the model architecture for IP based
QoS guarantees. IntServ (RFC 1633 )[76] configure every router in a small network run by
a single operator, where end users traffic patterns are predetermined [76]. The Resource
Reservation Protocol (RSVP) adapts the IntServ model for dynamic QoS provision of real-
time/interactive traffic over larger and more complex networks [77].The RSVP protocol uses
signalling messages along the network path between sender and receiver, with each node
along the path interpreting RSVP and storing QoS state information for each flow requesting
resources. End hosts (or their proxies) should also interpret the RSVP protocol. IntServ
(Integrated Services) provides three levels of Class of Service, which are Guaranteed
Service, Controlled-load Service and Best Effort. The down side of IntServ is that it is
complicated and resource intensive [76].

In contrast to IntServ which deals with single flow instances, DiffServ [78] reduces the
volume of the required flow state information in routers by dealing with flow aggregates [79].
Each edge device must set the appropriate DSCP bits based on the network’s current QoS
policy. DiffServ enabled nodes are required to inspect the DSCP and respect the required

QoS appropriate for that particular class of service. Exterior nodes of a DiffServ domain
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implement may admission control blocking. Interior nodes do not track individual flows but
must be provisioned to handle the actual classes of service which are provided inside the
domain. Overall, DiffServ assurances are statistical in nature so there is not an explicit
alignment between the QoS requirement requested by an end application and the QoS
delivered by the network. This makes DiffServ appropriate to networks with larger cores
compared to IntServ. DiffServ (Differentiated Services) Blake, Black, Carlson, Davies,
Wang and Weiss [79] provides three levels of service also, Expedited Forwarding, Assured
Forwarding, Default Forwarding. Expediting Forwarding is employed where there is a need
for low loss, low latency, low jitter, and assured bandwidth end-to-end services. IntServ
treats different classes of packets in a different manner.

In contrast to IntServ and DiffServ which are still criticised for remaining dumb and
increasing protocol management and overheads and make QoS decisions based on the IP
packet header, MPLS makes QoS (and routing) decisions, based on short fixed length
(shim) label in the packet header [4] [80]. Where the label matches an entry in a routers
forwarding table, the packet may be forward along an explicit Label Switched Paths (LSPs)
[81]. An LSP may support a class of service or aggregate particular network resources.
MPLS configures an end-to-end path between routers and simplifies QoS classification and
management [82] MPLS Switching based on Label forwarding enables a higher packet
processing rate because the forwarding component of the router is simpler. However, every
node along a network path must know what MPLS labels map to a particular class of
service. This is similar to every node in a DiffServ network being aware of the mapping
between DSCP bits and the Class of service.

The NGN Flow-State-Aware Transport mechanism uses DiffServ flow-aggregation in the
Core and QoS mechanisms at the edge that are based on individual flows. While the Flow-
state-aware transport technology is relatively similar to IntServ, it uses flow aggregations
and is thus more scalable and less complex. NGN typically separates services from the
underlying separating transport layer, so when a transport link carries QoS guaranteed
traffic, an FSA node needs to guarantee a certain part of the link capacity for the flow-state-
aware ftraffic [83]. Flow-Aggregate-Based Services enhances NGN Flow-State-Aware
architecture and addresses three distinct types of congestion - instantaneous (packet-level)
congestion, sustainable (flow-level) congestion and congestion avoidance. Instantaneous
congestion is mitigated through the proper aggregation of flows and discard of packets.
Sustainable congestion is resolved through rate limiting, and admission flow discards. Flow-
aggregate-based services introduces inter-domain flow aggregation and endpoint implicit
admission control. DiffProbe is used to estimate congestion in the network.

Overall, QoS frameworks may be distinguished by whether they require signalling or not.
Both Connectionless approach and FAN do not require any signalling and do not offer much

service differentiation. IntServ, Flow-State Aware and Flow-Aggregated-Based Services
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outline in depth how to use signalling and offer greater differentiation, with numerous
parameters to be assigned to each flow and multiple classes of service. Signalling is

relatively complex limiting the scalability.

2.4 Flow-based QoS Frameworks

Almost all flow-based QoS architectures understand the concept of a traffic flow, either as
the object or component of an object subject to defined quality metrics, such as a stream of
related packets from a single-user activity such as a single video stream or voice
transmission.

IETF defines a flow as a unidirectional sequence of packets with some common properties
that pass through a network device, with flow classifiers based on the 5-tuple of the source
and destination addresses, ports, and the transport protocol (either TCP or UDP) used for
transmission.

In the IntServ QoS framework, traffic related to a single service is classed as a flow. Routers
in the traffic path must treat all packets within the flow equally with the same QoS. In the
Connectionless QoS framework, a flow is defined as a stream of packets between two client
server applications. A user may create multiple flow instances in the network which must
be treated individually. In both the DPS and Feedback and Distribution QoS frameworks,
there is a clear distinction between UDP and TCP flows, with a single user session defined
by the standard 5-tuple. In flow-based differentiated QoS frameworks, a flow is regarded as
an aggregate of all transmissions between the same end users, defined by unique pair of
source and destination IP addresses that belong to the same class of service defined by a
value of the DiffServ field (DS field) [84]. Where NAT obfuscates multiple sessions within a
single flow, the source destination pair would be identical. Similarly, NGN-based flow QoS
frameworks, such as Flow State Aware transport and Flow-Aggregated-Based Services
define a flow based on a unique pair of source and destination IP addresses that belong to
the same class of service defined by a value of the DiffServ field or MPLS field. The
Connectionless Approach overcomes the scalability issues of the IntServ model, by using
an Automatic Quality of Service mechanism instead of using the RSVP protocol [85]. The
AQS mechanism profiles the network traffic in real-time and defines the end-to-end QoS
along the path of the traffic. The approach is scalable since it does not use signalling
between nodes. However, in order to manage router bandwidth it retains the IntServ Model
classifier, admission controller and scheduler. As a result, Traffic handling capability is
reduced because of the complex processing performed at each node. Because the QoS
logic is executed autonomously at each individual node, it is not possible for end users to
differentiate their bandwidth in advance, through service upgrade nor downgrade.

Connectionless approach is also open to abuse by users that try to imitate other traffic types.
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Dynamic Packet State (DPS) adopts the IntServ QoS admission control and scheduling and
obviates the need for per-flow states in core routers [86]. The edge router inserts per-flow
QoS classification into the IP packet header which can then be read and updated by all
(including the core) routers in the path of the traffic. DPS approach is scalable in the core
of the network, but has a number of limitations. The IP header is being modified according
to the CJVC (Core-Jitter Virtual Clock queueing algorithm) and requires proprietary router
firmware. The manipulation of the IP header makes the real-time data handling more
complex. Because the router firmware for the modified IP functionality must be pervasive
throughout the network, the architecture cannot be introduced gradually into the network,
but done in so as part of a step change.

The Feedback and Distribution Method is a hybrid QoS framework similar to DPS, but
designed specifically for a client server network, with traffic being generated predominantly
from the server side [87]. It has the per-flow traffic regulation of IntServ and the simplified
core architecture of DiffServ and does per-flow-based QoS differentiation, by marking the
traffic and the server side and profiling the traffic and the receiving client side. The traffic
marker assigns one of two levels of priority, either high or low, to a flow. A profile meter
gauges if a flow is received with the required priority. When a high priority flow starts to
experience congestion, the profile meter feeds a signal back to the traffic marker to drop
packets related to low priority flows. This lasts until such time as the quality of service related
to the high priority flows is re-established. Flow-Based Differentiated Services implement
a flow based proportional QoS scheme based on three additional modules: a flow estimator
for the number of active flows; a dynamic weighted fair queuing scheduler and a queue
manager [78]. While Flow-based DiffServ has the advantage of retaining the scalability
features of the basic DiffServ, it also retains the disadvantages of a limited number of Class
of Service (CoS) and the difficulties in maintaining CoS service across domains.
Flow-Aware Networking provides differentiation based on the current flow peak rate while
protecting low-rate flows[88]. Admission Control maintains the quality of existing flows while
restricting new flows (of all priorities) until network congestion has improved. The
functionalities for measurement-based admission control and fair scheduling with priorities
that control link sharing and other traffic management mechanisms are implemented in a
custom router called a Cross-Protect (XP) Router [89]. The XP Router does not require
signalling between routers, the QoS calculation algorithms are lightweight so there is low

processing overhead [90].

2.5 How Network Performance is Benchmarked

Many operators provision their network, and thus prioritise capital investments, based on
either peak period traffic volume or a measure of the per-subscriber bandwidth at peak (or

peak hour, or peak period) [91]. A number of operators use additional metrics to optimise
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where and when capital investments should be made [92]. Two metrics that suit this
objective are round-trip time (a measure of network latency) and video quality of experience.
Video quality can test all dimensions of the quality of delivery of service in terms of Display
Quality (how good the picture looks e.g. the target bitrate and resolution) and Transport
Quality (how often the picture stalls and rebuffers). However, not all Internet video behaves
in the same manner. Progressive video takes the user’s request for a particular level of
quality and starts downloading the file. In a progressive download, the video usually does
not start playing until the buffer has grown large enough to ensure stall-free playback.
Adaptive video takes a different approach, achieving transport quality at the expense of the
display quality (to the viewer, this manifests as down-shifts and up-shifts in display quality).
The effect of poor network performance on businesses can be quite stark. Quantitatively,
Amazon has estimated that each 100 milliseconds of network latency between its
customers and its services costs them 1% in sales annually [93].

There are two main standards for benchmarking throughput for internet (packet) based
devices: IETF RFC2544 and ITU-T Y.1564. RFC2544 is the base standards for determining
Throughput, Latency, Frame Loss and Back-to-back frames performing tests, on Devices
Under Test (DUT), for a range of standard frame size (64, 128, 256, 512, 1024, 1280 and
1518 bytes). Back-to-back frame testing involves sending a burst of frames with minimum
inter-frame gaps to the DUT and count the number of frames forwarded by the DUT. If the
count of transmitted frames is equal to the number of frames forwarded the length of the
burst is increased and the test is rerun. If the number of forwarded frames is less than the
number transmitted, the length of the burst is reduced and the test is rerun. The back-to-
back value is the number of frames in the longest burst that the DUT will handle without the
loss of any frames. Some of the criticisms of RFC6815 are that its main purpose is to
benchmark network equipment not to turn up services, it can’'t be used for determination of
QoS characteristics such as Committed Information Rate (CIR) and it does not measure
Inter-frame delay variation (IFDV) commonly known as Jitter. The more recent ITU-T
Y.1564 (EtherSAM) standard was created within the context of Ethernet service activation
based on the service attributes used by service providers to define their SLAs. EtherSAM
is comprised of two phases, the service configuration test and the service performance test.
The service configuration test consists in sequentially testing each service. It validates that
the service is properly provisioned and that all SLA parameters (throughput, frame delay,
frame loss, frame delay variation) are met. A ramp test and a burst test are performed to
verify the committed information rate (CIR), excess information rate (EIR), committed burst
size (CBS) and excess burst size (EBS). Once the configuration of each service is validated,
the service performance test simultaneously validates the quality of all the services over
time. In this phase, all services are generated at once at their CIR, and all KPIs are

measured for each service.
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2.6 Data Plane Design
Figure 6 shows the logical architecture of the state of the art Data Plane that spans the
network between two end points which may be a Data Centre Traffic source and an end

user.
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Figure 6 - Multi-layer Traffic Conditioning

Traffic management parameters and rules that are applied to user generated traffic streams
are defined by a TCA (Traffic Conditioning Agreement). The TCA describes the various
networking mechanisms required in order to handle packets according to a required QoS
(Quality of Service). TCA is usually subject to an underlying Service Level Agreement (SLA)
provided by the Network Layer [79].The primary mechanisms used by QoS include traffic
classification, call admission, regulation, policing and shaping. Secondary mechanisms
include signalling, routing and flow control. These mechanisms are invoked in the provision
of atypical CoS (Class of Service) scenarios. In particular, admission control, traffic policing
and shaping, packet scheduling, and buffer management, are used, and are coupled with
flow and congestion control and routing [94]. Admission Control is the function that allows
connection to the network. Packet queuing involves the buffering, queuing and servicing of
packets throughout the buffers along the length of the network. Depending on the
appropriate servicing discipline or policy, Queued packets may be dropped or scheduled.
In a multi-layer network composed of metro, access, edge and core layers, it is appropriate
to apply QoS (and traffic management) functions at particular layers.

Admission Control, traffic policing, shaping and sometimes buffer management are found
in the access or edge layers. Scheduling, buffer management and sometimes shaping and
regulation can be found in the metro or the core networks. Packet flow handling is found

throughout the various layers.
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2.6.1 Traffic Conditioning

Class of Service, Type of Service, QoS and Traffic Management are used to balance
utilisation of constrained processing resources with meeting the demands of concurrent
differing service streams, usually in a packetised environment. Generally, they interwork
with each other, but are invoked under different conditions.

Traffic Management provides congestion management, queuing algorithms, prioritisation
and merging of network traffic for large numbers of flows [95]. It forwards traffic according
to a user-defined set of rules pertaining to priority levels, latency and bandwidth guarantees,
and varying congestion levels. Traffic Management prevents network congestion using the
techniques of traffic measurement, policing and shaping. At a granular level the
mechanisms such as Transmit priority, bandwidth allocation, Call Admission Control (CAC),
congestion avoidance, and selective packet loss are employed. Traffic management can
sometimes be called Traffic Conditioning or Traffic Access Control [79]. On the ingress line
card, WFQ (Weighted Fair Queuing) allows packets from lower priority queues to be
interleaved with higher priority traffic into the switch fabric. This prevents the higher priority
traffic from completely blocking the lower priority traffic, since the queues are guaranteed
access to the switch fabric for a predefined proportion of the time.

Traffic policing prevent either inadvertent or deliberate traffic surges which overload network
end-points and intermediate network elements. It does this by analysing and measuring
traffic characteristics in real-time. There are a number of responses that are possible should
the requisite policy limits be breached. The traffic may be tagged and routed separately
from other traffic or the traffic may be dropped in extreme circumstances.

Traffic engineering avoids or reduces congestion by controlling traffic paths in a network
and routing traffic along non-default routes in a congested network. This has the benefit of
optimising network resources such as link bandwidth utilisation in and out of the Metro
Node. In order to do this, Traffic Engineering need to be capable of measuring the capacity
of possible flows or maximizing the flows in a given network [96].

Admission control is a type of traffic policing that prevents traffic with a particular
characteristics, to regions of the network. Two end-points of a transport link agree flow
control parameters that ensure that both stations are not over-burdened by traffic,
particularly to the extent that packets are dropped. Traffic shaping by an intermediate
component such as a Network Processor supports desired flow-control traffic characteristic
such as desired rate and burstiness. It does this by regulating the volume of packets
released into the network using a combination of buffering, metering and smoothing.
Depending on a given shaping or scheduling algorithm, packets may be forwarded to
appropriate queues, and then scheduled for transmission according to the conditions of the

lines, the receivers, and the priorities appropriate to that these packets [97].
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2.6.2 Network Node Structure

In a network node such as an Internet router or switch, traffic needs to transit the node with
the minimum of delay and interference as possible. Flow processing is the function where
the characteristics of flows of very many packets are manipulated over time. These
characteristics include QoS (Quality of Service) and CoS (Class of Service), which align to
a cut-through switching architecture. Cut-through switching is a method for packet switching
systems, wherein the switch starts forwarding a frame (or packet) before the whole frame
has been received, normally as soon as the destination address is processed. It is only in
rare circumstances that entire individual packets are processed (for example, where they
rewritten or compressed) and require store and forw